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1 INTRODUCTION

1 Introduction

In this thesis we investigate a Markov- and Bernstein-type inequality for trinomials of
a certain form. To be more specific, we examine the space Pm,n(R) of all polynomials

p(x) = axm + bxn + c for (a, b, c) ∈ R3

endowed with the supremum norm ‖.‖∞. For given odd numbers m,n ∈ N with m > n,
we obtain a function Mm,n(x), which maps every x ∈ [−1, 1] to the smallest possible
constant Mm,n(x), which fulfills

|p′(x)| ≤ Mm,n(x) · ‖p‖∞ for all p ∈ Pm,n(R).

After we obtained the function Mm,n(x), it will be easy to determine the smallest
possible constant Mm,n, which fulfills

|p′(x)| ≤Mm,n · ‖p‖∞ for every x ∈ [−1, 1] and p ∈ Pm,n(R).

The proof mainly follows the one presented in [6] by Gustavo A. Muñoz-Fernández,
Yannis Sarantopoulos and Juan B. Seoane-Sepúlveda. Also many results obtained in [7]
by Gustavo A. Muñoz-Fernández and Juan B. Seoane-Sepúlveda are used. It relies on
the Krein-Milman approach (Theorem 4.2), which is a direct consequence of the classical
Minkowski-Carathéodory Theorem (Theorem A.17), which itself is a consequence of the
Krein-Milman Theorem (Theorem 2.13). The function Mm,n can be computed for
arbitrary m,n ∈ N. The other cases, that m or n is even, can be settled with the same
method, only require some additional computations, and we do not treat them. The
reader is referred to [6]. The proofs of the Minkowski-Carathéodory Theorem and the
Krein-Milman approach are provided in Appendix A. Here we follow [8] by Barry Simon.
The content of the courses taught in the bachelors program of Technische Mathematik
at the Vienna University of Technology, especially the courses Analysis 1, Analysis 2,
Analysis 3 and Funktionalanalysis 1, constitute the theoretical ground this work is based
upon, cf. [4, 5, M. Kaltenbäck] and [9, H. Woracek, M. Kaltenbäck, and M. Blümlinger].
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2 BASIC DEFINITIONS AND OBSERVATIONS

2 Basic Definitions and Observations

Definition 2.1. (Topological vector space)
A topological vector space is a complex vector space endowed with a topology T such
that the operations

+ :

{
X ×X
(x, y)

→
7→

X
x+ y

and · :
{

C×X
(λ, y)

→
7→

X
λy

are continuous, where C is endowed with the topology E induced by the euclidean
metric and X×X and C×X are endowed with the product topologies T ×T and E ×T
respectively. In addition, we require X to be Hausdorff, i.e. X is (T2).

Lemma 2.2. Let (X,‖.‖) be a normed space and T the topology induced by ‖.‖. Then
(X,T ) is a topological vector space.

Proof. For a proof we refer to [9, Beispiel 2.1.2, chapter 2, page 18].

Lemma 2.3. Let X be a topological vector space, λ ∈ C\{0} and a ∈ X. Then the
operations

Ta :

{
X → X
x 7→ x+ a

Mλ :

{
X → X
x 7→ λx

Sa :

{
C → X
λ 7→ λa

are continuous, and Ta and Mλ are even homeomorphisms.

Proof. For a proof we refer to [9, Lemma 2.1.3, page 18].

Definition 2.4. (Dual space)
For a complex vector space X, we denote by X∗ the set of all linear maps of X into C
and we call X∗ the algebraic dual space of X. The algebraic dual space of a real vector
space is defined analogously.
For a complex topological vector space (X, T ) we denote by (X, T )′ the set of all con-
tinuous and linear maps of X into C and we call (X, T )′ the topological dual space of
(X, T ). If it is clear, which topology T is meant, we write X and X ′ instead of (X, T )
and (X, T )′, respectively.

Theorem 2.5. (Hahn-Banach separation Theorem)
Let X be a topological vector space and A,B ⊆ X be nonempty, disjoint and convex
subsets of X. Then

(i) If A is open, then ∃f ∈ X ′, γ ∈ R, such that

Re(f(x)) < γ ≤ Re(f(y)) for all x ∈ A, y ∈ B.

(ii) If, in addition, X is locally convex, A is compact and B is closed, then
∃f ∈ X ′, γ1, γ2 ∈ R, such that

Re(f(x)) ≤ γ1 < γ2 ≤ Re(f(y)) for all x ∈ A, y ∈ B.
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2 BASIC DEFINITIONS AND OBSERVATIONS

Here Re(y) for y ∈ C denotes the real part of y. Note that Re(f) is R-linear.

Proof. A proof can be found in [9, Satz 5.2.5, pages 77-78].

Definition 2.6. (U(x))
We denote the set of all neighbourhoods of a point x in a topological space (X, T ) by
U(x).

Definition 2.7. (AC , A◦ and ∂A)
Let (X, T ) be a topological space and A ⊆ X.
The complement of a set A is denoted by AC := X\A.
If x ∈ A and A is a neighbourhood of x, then x is called an interior point of A. The
interior A◦ is defined as the set of all interior points of A:

A◦ = {x ∈ A : A ∈ U(x)}.

The boundary of a set A is denoted by ∂A and is defined as follows:

∂A = Ā\A◦ = {x ∈ X : ∀U ∈ U(x) : A ∩ U 6= ∅ ∧AC ∩ U 6= ∅}.

Definition 2.8. (Extreme subsets)
Let C be a convex subset of a vector space X. A nonempty subset E ⊆ C is called
extreme subset of C, if no point x ∈ E is an interior point of any line segment whose
endpoints are in C except when both endpoints are already in E, i.e.

x, y ∈ C, 0 < t < 1, tx+ (1− t)y ∈ E ⇒ x, y ∈ E.

An extreme set that is strictly smaller than C is called a proper extreme subset of C.

Definition 2.9. (Extreme points)
Let C be a convex subset of a vector space X. A point e ∈ C is said to be extreme in C if
{e} is an extreme subset of C, or equivalently if x, y ∈ C and λx+(1−λ)y = e, λ ∈ (0, 1),
entails x = y = e. We denote the set of all extreme points of C by Ext(C).

Lemma 2.10. Let X be a vector space and C be a convex subset of X. Then

e ∈ Ext(C)⇔ C\{e} is convex.

Proof.
”⇒”: Let x, y ∈ C\{e} and λ ∈ [0, 1]. As C is convex, it follows that λx + (1 − λ)y =
z ∈ C. As e is an extreme point, we have z 6= e and therefore z ∈ C\{e}.
”⇐”: As C\{e} is convex, for x, y ∈ C\{e}, λ ∈ (0, 1) we have λx + (1− λ)y ∈ C\{e}.
If w.l.o.g. x = e and λx+ (1− λ)y = e, clearly y = e.

Definition 2.11. (Convex hull)
Let X be a vector space and A ⊆ X. The convex hull of A is the smallest convex set
containing A and is denoted by co(A).
If A = {a1, . . . , an}, we also write co(a1, . . . , an) for co(A).
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3 AN INTRODUCTION TO MARKOV- AND BERNSTEIN-TYPE
INEQUALITIES

Remark 2.12. The convex hull of a set A ⊆ X, where X is a linear space, is the
intersection of all convex supersets of A. It is also easy to see, that

co(A) =
{ n∑
i=1

tixi : n ∈ N, x1, . . . , xn ∈ A, t1, . . . , tn ∈ [0, 1],
n∑
i=1

ti = 1
}

Theorem 2.13. (Krein-Milman Theorem)
Let X be a locally convex topological vector space and K ⊆ X a nonempty, compact and
convex subset of X. Then K is the closure of the convex hull of its extreme points, i.e.
K = co(Ext(K)). In particular K possesses extreme points.

Proof. A proof can be found in [9, Satz 5.9.2, chapter 5, page 100].

3 An introduction to Markov- and Bernstein-type
inequalities

We want to obtain explicitly a functionMm,n(x) : [−1, 1]→ R for odd numbers m,n ∈ N
with m > n, which, given a trinomial p(x) = axm + bxn + c maps every x ∈ [−1, 1] to
the smallest possible constant Mm,n(x) which fulfills

|p′(x)| ≤ Mm,n(x) · ‖p‖,

where ‖p‖ := max
x∈[1,1]

|p(x)| is the supremum norm of p over [−1, 1]. This and similar

problems have been studied for a long time. In the following, we present some back-
ground information.
In [6], some historical facts concerning the function Mm,n are presented, whereas N.K.
Govil and R.N. Mohapatra give a more detailed description of the history of Markov-
and Bernstein-type inequalities in [3].

Definition 3.1. (‖p‖[α,β] and Mn(α, β))
Let n ∈ N, α < β ∈ R and p be a polynomial function on [α, β], then

‖p‖[α,β] := max
x∈[α,β]

|p(x)|.

We define Mn(α, β) to be the smallest possible constant, such that

|p′(x)| ≤Mn(α, β)‖p‖[α,β] for every x ∈ [α, β], deg(p) ≤ n.

If α = −1 and β = 1, then we write ‖p‖ and Mn instead of ‖p‖[−1,1] and Mn(−1, 1),
respectively.

In a more general setting the problem mentioned above has been studied since the end
of the 19th century. D. Mendeleev, some years after he invented the Periodic Table
of the Elements, made a study of the specific gravity of a solution as a function of
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3 AN INTRODUCTION TO MARKOV- AND BERNSTEIN-TYPE
INEQUALITIES

the percentage of the dissolved substance. This function is still of importance, as it
is nowadays used for testing beer and wine for alcoholic content or testing the cooling
system of an automobile for concentration of anti-freeze. This study led to mathematical
problems of great interest. Mendeleev noticed that the curves, which present the function
mapping the percentage of alcohol in water to the corresponding weight of the fluid
could be closely approximated by a series of quadratic arcs. He wanted to find out, if
his measurements were correct and if certain corners where the arcs joined were really
there or just caused by errors. In particular, he was interested in the following problem:

Remark 3.2. (Question raised by D. Mendeleev)
If p(x) = ax2 + bx+ c with a, b, c ∈ R, α, β ∈ R with α < β , then what is the smallest
possible constant M2(α, β) > 0 such that

|p′(x)| ≤M2(α, β)‖p‖[α,β]

for every x ∈ [α, β] and every polynomial p of the form defined above?

Remark 3.3. In the problem mentioned in Remark 3.2 we have

M2(α, β) =
2

β − α
M2

Proof. Let p(x) = ax2 + bx+ c and let x = 1
2(α+ β − (α− β)y). Then

q(y) := a ·
(1

2
(α+ β − (α− β)y)

)2
+ b ·

(1

2
(α+ β − (α− β)y

)
+ c = p(x)

is a polynomial on [−1, 1] of the form q(y) = ãy2 + b̃y + c̃ and

ã = a · (β − α)2

4
, b̃ = a · β

2 − α2

2
+ b · β − α

2
, c̃ = a · (α+ β)2

4
+ b · α+ β

2
+ c

q′(y) = a · (α+ β − (α− β)y) · β − α
2

+ b · β − α
2

= (2ax+ b) · β − α
2

= p′(x) · β − α
2

It is easy to see that the variable transformation gives us a bijective mapping of the
space of quadratic polynomials on [α, β] onto the corresponding space of polynomials on
[−1, 1]. Since ‖q‖[−1,1] = ‖p‖[α,β], we have

|q′(y)| ≤M2‖q‖[−1,1] ⇔ |p′(x)| ≤ 2

β − α
M2‖p‖[α,β]

and thus we conclude M2(α, β) = 2
β−αM2.

Astonishingly, Mendeleev himself was able to solve this mathematical problem. He
obtained that M2 = 4. That means

|p′(x)| ≤ 4 · ‖p‖ for all x ∈ [−1, 1],
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3 AN INTRODUCTION TO MARKOV- AND BERNSTEIN-TYPE
INEQUALITIES

whereas equality is obtained for e.g. p(x) := 1 − 2x2, since ‖p‖ = 1 and |p′(±1)| = 4.
Using this result, Mendeleev was able to show that the corners in his curve were gen-
uine and he was right, since his measurements were quite accurate and even agree with
modern tables to three or more significant figures. The famous chemist then told the
Russian mathematician A.A. Markov about this result, who investigated the correspond-
ing problem in a more general setting. He was able to generalize Mendeleev’s result:

Theorem 3.4. (A.A. Markov, 1889)
If p is a real polynomial with deg(p) ≤ n ∈ N, then

|p′(x)| ≤ n2‖p‖ for x ∈ [−1, 1].

Equality is attained at the end points of [−1, 1] for the n-th Chebyshev polynomial of the
first kind defined by Tn(x) = cos(n arccos(x)) for x ∈ [−1, 1], in other words, Mn = n2.

Proof. As Markov’s original paper is written in old Russian and not readily accessible,
we refer to [2, pages 169-170] for a modern proof.

A generalization of Markov’s theorem was obtained by his brother V.A. Markov. Clearly,
using Theorem 3.4, we have if |p(x)| ≤ M on [−1, 1], then |p′(x)| ≤ M · n2 on [−1, 1].
Having found an upper bound for |p′(x)|, it is natural to ask for an upper bound for
|p(k)(x)| with k ≤ n (if k > n, then p(k) vanishes). Iterating Markov’s theorem yields
that if

|p(x)| ≤M on [−1, 1], then |p(k)(x)| ≤ n2k.

This inequality, however, is not sharp. The results of the attempt of V.A. Markov to
find exact bounds for |p(k)| on [−1, 1] included the following:

Theorem 3.5. If p is a real polynomial with deg(p) ≤ n and ‖p‖ ≤ 1, then

|p(k)(x)| ≤ n2(n2 − 12) · · · (n2 − (k − 1)2)

1 · 3 · 5 · · · (2k − 1)
for k ≤ n and x ∈ [−1, 1].

S. Bernstein later needed the analogue of Theorem 3.4 for the unit disk in the complex
plane instead of the interval [−1, 1]. He wanted to find an upper bound for |p′(z)| for a

complex polynomial p (that means p(z) =
n∑
i=0

aiz
i with ai ∈ C for all i ∈ {0, . . . , n} and

z ∈ C) with |p(z)| ≤ 1 for |z| ≤ 1. The answer is presented in the following theorem
known as Bernstein’s inequality.

Theorem 3.6. If p is a complex polynomial with deg(p) ≤ n, then

max
|z|≤1

|p′(z)| ≤ n ·max
|z|≤1

|p(z)|.

The result is best possible and the equality holds for p(z) = λzn for λ ∈ C\{0}.
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4 THE SPACE PM,N(R)

However, this theorem is not of great interest to us, since we are working only with real
numbers. It is important to notice that in the above definition of Mn(α, β) the equality
has to hold for all x ∈ [α, β]. Markov’s result Mn = n2 can be substantially improved
by fixing a single point x ∈ [−1, 1].

Definition 3.7. (Mn)
Let n ∈ N, p be polynomial function on [−1, 1] and x ∈ [−1, 1], then we define Mn(x)
to be the smallest possible constant such that

|p′(x)| ≤ Mn(x)‖p‖ for every p with deg(p) ≤ n.

S. Bernstein also managed to find an estimate on Mn(x) for x ∈ (−1, 1).

Theorem 3.8. (S. Bernstein, 1912)
If p is a polynomial with deg(p) ≤ n ∈ N, then |p′(x)| ≤ n√

1−x2 ·‖p‖ for every x ∈ (−1, 1).

In other words, Mn(x) ≤ n√
1−x2 .

Proof. A proof can be found in [1, pages 6-11].

Bernstein’s estimate,Mn(x) ≤ n√
1−x2 , coincides withMn(x) at n points in [−1, 1], but

it is far from being optimal in most of the interval [−1, 1]. However, Bernstein’s esti-
mate gained importance as it was used in modern proofs of Markov’s theorem in order
to simplify the proof.

According to [6], many attempts to find Mn(x) for every n ∈ N have been performed.
The study of E. V. Voronovskaja, who focused on polynomials p with ‖p‖ = 1 and
|p′(x)| = Mn(x) and the properties of the function Mn(x), was the most successful.
She even produced a method to obtain Mn(x) for each n ∈ N. The authors of [6] state
that the construction of these polynomials is not explicit in the sense that, for higher
values of n, it involves solving elliptic integrals and requires numerical calculus.

4 The space Pm,n(R)

Our aim is to give an explicit formula for the norm of point evaluation of derivatives of
certain subspaces of polynomials.

Definition 4.1. (Pm,n(R) and Mm,n)
Denote

Pm,n(R) :=

{
p :

{
R → R
x 7→ axm + bxn + c

: a, b, c ∈ R

}
For x ∈ [−1, 1], we define Mm,n(x) to be the smallest possible constant, such that

|p′(x)| ≤ Mm,n(x)‖p‖ for all p ∈ Pm,n(R)

where ‖p‖ := max
x∈[1,1]

|p(x)| is the supremum norm of p over [−1, 1].
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4 THE SPACE PM,N(R)

We use the Krein-Milman approach to compute the functionsMm,n(x). This technique
relies on the following consequence of the Minkowski-Carathéodory Theorem (Theorem
A.17) which itself is a consequence of the Krein-Milman Theorem (Theorem 2.13).

Theorem 4.2. (The Krein-Milman approach)
If C is a convex body, i.e. a compact, convex, and nonempty subset, in a finite-
dimensional topological vector space and f : C → R is a convex function that attains its
maximum on C, then there is an extreme point e ∈ C such that f(e) = max{f(p) : p ∈
C}.

Proof. Although the structure of the proof of this theorem is interesting, it is not the
main aspect of this paper and requires some theory. Therefore it is deferred to the
appendix, see Theorem A.19.

Let us briefly explain that we indeed are in the situation of this theorem. The space
Pm,n(R) endowed with ‖p‖ = max

x∈[1,1]
|p(x)| is a finite dimensional normed space, and its

unit ball
Bm,n := {p ∈ Pm,n(R) : ‖p‖m,n ≤ 1}

is a nonempty, convex, and (by finite dimensionality) compact subset. For each fixed
x0 ∈ [−1, 1] the function p 7→ p′(x0) is linear and hence (again by finite dimensionality)
continuous. By linearity,

Mm,n(x) = max
p∈Bm,n

|p′(x0)| = max
p∈Sm,n

|p′(x0)|,

where Sm,n is the unit sphere. The function p 7→ |p′(x0)| is convex and continuous. In
particular, it attains a maximum on Bm,n.
To study Pm,n(R), it is useful to identify it with R3. From now on we use the notation

axm + bxn + c for the function p :

{
R → R
x 7→ axm + bxn + c

as well as for the value

p(x). The meaning will be clear by context.

Remark 4.3. The mapping

ψ :

{
Pm,n(R) → R3

axm + bxn + c 7→ (a, b, c)

that assigns to each polynomial of the form p(x) = axm + bxn + c its coefficients (a, b, c)
in the basis {xm, xn, 1} of Pm,n(R) is a linear isomorphism.

According to Remark 4.3, we can identify Pm,n(R) with R3. We define a corresponding
norm

‖(a, b, c)‖m,n := max
x∈[−1,1]

|axm + bxn + c|.
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5 THE EXTREME POINTS OF BM,N

5 The extreme points of Bm,n

The crucial point is to determine Ext(Bm,n).

Lemma 5.1. Let m,n ∈ N with m > n.

(i) The equation

|n+mx| = (m− n)|x|
m

m−n

has three solutions, one at x = −1, another one at some point λ0 ∈ (− n
m , 0) and

a third at some point λ1 > 0.

(ii) We have

|n+mx| ≤ (m− n)|x|
m

m−n (1)

if and only if x ≤ λ0 or x ≥ λ1.

Proof. Let f(x) := |n+mx| and g(x) := (m−n)|x|
m

m−n for x ∈ R. Then the graph of f
clearly consists of the two lines L1 := {(x,−n−mx : x ≤ − n

m} and L2 := {(x, n+mx) :
x ≥ − n

m}. Since m − n > 0 and x 7→ |x|α is a strictly convex function for α > 1, we
conclude that also g is a strictly convex function. Since every line can intersect the
graph of a strictly convex function in at most two points, the graphs of f and g intersect
in at most four points. Since f(−1) = g(−1) = m − n and f ′(−1) = g′(−1) = −m,
the graph of g is tangent to the graph of f at the point (−1,m − n). Furthermore,
f(− n

m) = 0 < g(− n
m) and g(0) = 0 < n = f(0). Since f and g are continuous, there

exists a point λ0 ∈ (− n
m , 0) with f(λ0) = g(λ0). Since limx→∞ g(x) − f(x) = ∞ and

f(0) > g(0), we conclude that there must be some λ1 > 0 with f(λ1) = g(λ1).
Inequality (1) follows by strict convexity of g.

The results of Lemma 5.1 are visualised in the following plot.

x

y

-1

m-n

f(x)

g(x)

λ0 λ1

Figure 1: Solutions of |n+mx| = (m−n)|x|
m

m−n with m,n ∈ N and m > n. Here f(x) = |n+mx|
and g(x) = (m− n)|x|

m
m−n .
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5 THE EXTREME POINTS OF BM,N

What is most interesting about the results obtained above is the value of λ0. We will
use this value to further analyse the norm ‖.‖m,n.

Lemma 5.2. Let m,n ∈ N be odd numbers with m > n. Then

‖(a, b, c)‖m,n = ‖(a, b, 0)‖m,n + |c| (2)

for all (a, b, c) ∈ R3. In particular, the norm ‖.‖m,n is symmetric with respect to the
ab-plane.

Proof. For c = 0 the statement is trivial. Let us therefore assume c 6= 0. Since |axm +
bxn + c| ≤ |axm + bxn| + |c| for all x ∈ [−1, 1] and (a, b, c) ∈ R3, the inequality ”≤” is
trivial. If the maximum of |axm + bxn| + |c| is attained at x0 ∈ [−1, 1], then we can
assume sgn(axm0 + bxn0 ) = sgn(c), because |axm0 + bxn0 | = |sgn(x0)(a|x0|m + b|x0|n)| =
|(a|x0|m + b|x0|n)|, so both x0 and −x0 are maximizers and if we choose x̃0 ∈ {±x0}
such that sgn(ax̃0

m + bx̃0
n) = sgn(c), we get |axm0 + bxn0 |+ |c| = |ax̃0m + bx̃0

n + c|. This
shows ”≥”.

Remark 5.3. If one of the exponents m,n ∈ N is even, equation (2) does not hold.
However there is still a symmetry with respect to a coordinate plane, if m and n have
different parity, namely, the ac-plane for m even and the bc-plane for m odd.

Theorem 5.4. Let m,n ∈ N be odd numbers with m > n. Then

‖(a, b, c)‖m,n =

{
(m−n)|a|

n ·
∣∣ nb
ma

∣∣ m
m−n + |c| if a 6= 0 and − 1 ≤ nb

ma ≤ λ0
|a+ b|+ |c| otherwise,

where λ0 is the number in (− n
m , 0) given by Lemma 5.1,(i).

Proof. Given (a, b, c) ∈ R3, define P (x) := axm + bxn. By Lemma 5.2, it suffices to
find a formula for ‖(a, b, 0)‖m,n = max

x∈[−1,1]
|P (x)|. Since |P | is symmetric with respect

to the origin, it follows max
x∈[−1,1]

|P (x)| = max
x∈[−1,0]

|P (x)|. This maximum is attained at

either the end points of the interval or the critical points of P lying in (−1, 0). Since
|P (x)| ≥ 0 = |P (0)|, the contribution of |P (0)| to max

x∈[−1,0]
|P (x)| is irrelevant. To find

the critical points of P , we look at the equation

P ′(x) = m · axm−1 + n · bxn−1 = xn−1(m · axm−n + n · b) = 0.

Since we look for critical points in [−1, 0), there is only one candidate xm,n := −
∣∣ nb
ma

∣∣ 1
m−n

whenever a 6= 0 and −1 ≤ nb
ma < 0. Thus (note that P (1) = P (−1)),

‖(a, b, 0)‖m,n =

{
max{|P (1)|, |P (xm,n)|} if a 6= 0 and − 1 ≤ nb

ma < 0,

|P (1)| otherwise.

11



5 THE EXTREME POINTS OF BM,N

Now using |P (1)| = |a+ b| and (note that sgn(b) = −sgn(a))

|P (xm,n)| =
∣∣∣∣a·∣∣∣ nbma ∣∣∣ m

m−n
+b·
∣∣∣ nb
ma

∣∣∣ n
m−n

∣∣∣∣ =

∣∣∣∣a+b·
∣∣∣ma
nb

∣∣∣∣∣∣∣·∣∣∣ nbma ∣∣∣ m
m−n

=
(m− n)|a|

n
·
∣∣∣ nb
ma

∣∣∣ m
m−n

,

we have

‖(a, b, 0)‖m,n =

{
max{|a+ b|, (m−n)|a|n ·

∣∣ nb
ma

∣∣ m
m−n } if a 6= 0 and − 1 ≤ nb

ma < 0,

|a+ b| otherwise.

If we multiply the inequality |a + b| ≤ (m−n)|a|
n ·

∣∣ nb
ma

∣∣ m
m−n by n

|a| > 0 (for a 6= 0), we
obtain, equivalently,∣∣n+

nb

a

∣∣ =
∣∣n+m · nb

ma

∣∣ ≤ (m− n) ·
∣∣ nb
ma

∣∣ m
m−n },

which is the same as
|n+m · x| ≤ (m− n)|x|

m
m−n ,

where x = nb
ma . Since we look at the case −1 ≤ nb

ma < 0, according to Lemma 5.1,(ii), it

follows that −1 ≤ nb
ma ≤ λ0 and hence

‖(a, b, 0)‖m,n =

{ ∣∣ (m−n)|a|
n

∣∣ · ∣∣ nbma ∣∣ m
m−n if a 6= 0 and − 1 ≤ nb

ma ≤ λ0,

|a+ b| otherwise.

Definition 5.5. (Projections πab, πbc, πac)
We denote the projection onto the ab-plane by

πab(ã, b̃, c̃) := (ã, b̃) for (ã, b̃, c̃) ∈ R3.

The projections onto the bc-plane and the ac-plane are defined correspondingly.

Our next aim is to sketch Sm,n and to obtain the extreme points of Bm,n for odd numbers
m,n ∈ N with m > n. In order to do so, we have to find a parameterization of Sm,n. We
will use the symmetry of ‖.‖m,n to show that the projection of Bm,n onto the ab-plane
coincides with {(a, b) ∈ R2 : ‖(a, b, 0)‖m,n ≤ 1}. To make things easier and to avoid
some long formulae, we need some notation. We define

Γ(a) := m

(m−n)
m−n
m n

n
m
|a|

n
m

V := {(a, b) ∈ R2 : a 6= 0,−1 ≤ nb
ma ≤ λ0 and |b| ≤ Γ(a) }

W1 := {(a, b) ∈ R2 : b ≥ −m
n · a, b ≥ λ0 ·

ma
n and b ≤ 1− a }

W2 := {(a, b) ∈ R2 : b ≤ −m
n · a, b ≤ λ0 ·

ma
n and b ≥ −1− a }

W := W1 ∪W2

(3)

Now let us show, that the projection πab(Bm,n) of Bm,n onto the ab−plane is nothing
but the union of V and W .

12



5 THE EXTREME POINTS OF BM,N

Theorem 5.6. For odd numers m,n ∈ N with m > n we have

πab(Bm,n) = V ∪W

for V,W given by (3).

Proof. According to Lemma 5.2, we have

‖(a, b, c)‖m,n = ‖(a, b,−c)‖m,n = ‖(a, b, 0)‖m,n + |c|

for every (a, b, c) ∈ R3. Hence if ‖(a, b, c)‖m,n ≤ 1 for any c 6= 0, then also ‖(a, b, 0)‖m,n ≤
1. This implies that the projection πab(Bm,n) is the intersection of Bm,n with the ab-
plane or, in mathematical notation

πab(Bm,n) = {(a, b) ∈ R2 : ‖(a, b, 0)‖m,n ≤ 1}.

As πab(Bm,n) is bounded by the curve defined implicitly by ‖(a, b, 0)‖m,n = 1, we take
a look at the values of b at this curve in the different cases given by Lemma 5.4.

If a 6= 0 and −1 ≤ nb
ma ≤ λ0, we get (m−n)|a|

n ·
∣∣ nb
ma

∣∣ m
m−n = 1, and therefore

b = ±
( n

(m− n)|a|

)m−n
m · m|a|

n
= ± m

(m− n)
m−n
m n

n
m

|a|
n
m = ±Γ(a).

However, the condition −1 ≤ nb
ma ≤ λ0 implies that sgn(a) = −sgn(b). Hence for a < 0

we have b = Γ(a) and for a > 0 we have b = −Γ(a), so in either case

nb

ma
=

−n · m

(m−n)
m−n
m n

n
m
|a|

n
m

m|a|
=

−n|a|
n−m
m

(m− n)
m−n
m n

n
m

= −
( n

|a|(m− n)

)m−n
m
.

Thus,

−1 ≤ nb

ma
⇔ 1 ≥

( n

|a|(m− n)

)m−n
m ⇔ |a| ≥ n

m− n
and

λ0 ≥ nb
ma ⇔ |λ0| ≤

(
n

|a|(m−n)

)m−n
m

⇔ |a| ≥ n

(m−n)|λ0|
m

m−n

5.1
= n
|n+mλ0| .

We conclude that
b = Γ(a), if − n

n+mλ0
≤ a ≤ − n

m−n

b = −Γ(a), if n
m−n ≤ a ≤ n

n+mλ0
.

(4)

Setting −ma
n = ±Γ(a) and λ0 · man = ±Γ(a), we see that the bounds for a in (4) are

exactly the intersecting points of the lines b = −ma
n and b = λ0

ma
n with the curves

b = ±Γ(a).
Now if ‖(a, b, 0)‖m,n = 1 and at least one of the conditions a 6= 0 and −1 ≤ nb

ma ≤ λ0

13



5 THE EXTREME POINTS OF BM,N

does not hold, according to Lemma 5.4 we have |a+ b| = 1 and hence b = ±1− a. For
a = 0, we get b = ±1. So let us assume a 6= 0. Now if b = −1− a, it follows

−1 ≤ nb
ma ≤ λ0 ⇔ −m−n

n ≤ − 1
a ≤ n+λ0m

n

⇔ − n
n+λ0m

≤ a ≤ n
m−n

By repeating the same steps with b = 1− a, we get

b = −1− a, if − n
n+mλ0

≤ a ≤ n
m−n

b = 1− a, if − n
m−n ≤ a ≤ n

n+mλ0
.

(5)

Analogously to the upper case, we observe that the bounds for a in (5) are obtained by
intersecting the lines b = −ma

n and b = λ0
ma
n with the lines b = −1 − a and b = 1 − a.

Thus, we found the boundary of πab(Bm,n), which determines πab(Bm,n).

Figure 2 shows V and W . We already know, that V ∪W = V ∪W1 ∪W2 = πab(Bm,n).

a

b

V

V

W1

W2

b = Γ(a)

b = −Γ(a)

b = −1− a

b = 1− a
b = −ma

n

b = λ0
ma
n

Figure 2: The projection πab(B3,1) of B3,1 onto the ab−plane. A similar shape of πab(Bm,n) for
m,n ∈ N with m > n is obtained in the general case. Here Γ(a) := m

(m−n)
m−n
m n

n
m

|a| nm .

Next, we proof a result for general real normed spaces. This allows us to give a parame-
terization of Sm,n and a characterization of the extreme points of Bm,n for odd numbers
m,n ∈ N with m > n.

14



5 THE EXTREME POINTS OF BM,N

Definition 5.7. (BX and SX) If X is a normed space, we denote the unit ball and the
unit sphere of X by BX and SX , respectively.

BX := {x ∈ X : ‖x‖ ≤ 1}

SX := {x ∈ X : ‖x‖ = 1}

Lemma 5.8. Let X be a real normed vector space with norm ‖.‖X and define X̃ := X⊕R
as the space of pairs (x, λ) ∈ X × R endowed with the norm given by ‖(x, λ)‖X̃ =
‖x‖X + |λ|. Furthermore, define f+(x) := 1− ‖x‖X for x ∈ X and f− := −f+. Then

(i) SX̃ = graph(f+|BX ) ∪ graph(f−|BX ).

(ii) Ext(BX̃) = {(x, 0) : x ∈ Ext(BX)} ∪ {±(0, 1)}.

Proof. (i): We have

(x, λ) ∈ SX̃ ⇔ ‖(x, λ)‖X̃ = 1⇔ ‖x‖X + |λ| = 1⇔ |λ| = 1− ‖x‖X

which means

(x, λ) ∈ SX̃ ⇔ λ = ±f+(x)⇔ (x, λ) ∈ graph(f+|BX ) ∪ graph(f−|BX )

(ii): Clearly Ext(BX̃) ⊆ SX̃ . Furthermore, we have ‖x‖X , |λ| ≤ 1 for all (x, λ) ∈ SX̃ .
Now if ‖x‖ ∈ (0, 1) (note that |λ| = 1− ‖x‖X), we have

(x, λ) = ‖x‖X · (
x

‖x‖X
, 0) + (1− ‖x‖X) · (0, sgn(λ)).

Clearly ( x
‖x‖X , 0), (0, sgn(λ)) ∈ BX̃ , so (x, λ) /∈ Ext(BX̃), as it is a nontrivial convex

combination of two elements in BX̃ . This yields

Ext(BX̃) ⊆ {(x, 0) : x ∈ SX} ∪ {±(0, 1)}.

If x ∈ SX , x /∈ Ext(BX), then we find t ∈ (0, 1) and y, z ∈ BX with

x = t · y + (1− t) · z ⇒ (x, 0) = t · (y, 0) + (1− t) · (z, 0).

Since ‖y‖, ‖z‖ ≤ 1, we have (y, 0), (z, 0) ∈ BX̃ and thus x /∈ Ext(BX̃).
This means

Ext(BX̃) ⊆ {(x, 0) : x ∈ Ext(BX)} ∪ {±(0, 1)}.

To prove the other inclusion, we first take a look at the points (0,±1). If (0, p2) =: p ∈
{±(0, 1)} and p = t · (x1, λ1)+(1− t) · (x2, λ2) with t ∈ (0, 1) and (x1, λ1), (x2, λ2) ∈ BX ,
then clearly λ1 = λ2 = p2, because otherwise w.l.o.g. |λ1| > 1 ⇒ ‖(x1, λ1)‖X̃ > 1. For
the same reason we have x1 = x2 = 0, so p ∈ Ext(BX̃). Finally, if p := (x, 0) with
x ∈ Ext(BX) and p = t · (x1, λ1) + (1− t) · (x2, λ2) with t ∈ (0, 1) and (x1, λ1), (x2, λ2) ∈
BX , we get x1 = x2 = x (since x ∈ Ext(BX)) and thus λ1 = λ2 = 0 which means
p ∈ Ext(BX).

15



6 MM,N(X) FOR ODD M,N ∈ N

Now we are ready to characterise the extreme points of Bm,n.

Theorem 5.9. Let m,n ∈ N be odd with m > n. Define f+(a, b) := 1 − ‖(a, b, 0)‖m,n
and f− := −f+ for every (a, b) ∈ R2. Then

(i) Sm,n = graph(f+|V ∪W ) ∪ graph(f−|V ∪W ) for V,W given by (3).

(ii) Ext(Bm,n) = {±(a,− m

(m−n)
m−n
m ·n

n
m
a
n
m , 0) : n

m−n ≤ a ≤
n

n+mλ0
} ∪ {±(0, 0, 1)}.

Proof. Consider the space X = R2 endowed with the norm defined by ‖(a, b)‖ =
‖(a, b, 0)‖m,n for every (a, b) ∈ R2. By taking a look at the calculations made in Theorem
5.6, we notice that

BX = {(a, b) ∈ R2 : ‖(a, b, 0)‖m,n ≤ 1} = πab(Bm,n)

and thus
Ext(BX) = {±(a,−Γ(a)) :

n

m− n
≤ a ≤ n

n+mλ0
},

where Γ is the function given by (3). This follows directly from strict concavity of Γ
on [− n

n+mλ0
,− n

m−n ] and [ n
m−n ,

n
n+mλ0

], affinity of b(a) = −1 − a and b(a) = 1 − a and
the fact that we only have to consider (a, b) ∈ SX , which coincides with the boundary
of πab(Bm,n) and is parameterized by those four functions. Taking another look at
Figure 2 helps to understand that. In Lemma 5.2 we obtained that ‖(a, b, c)‖m,n =
‖(a, b, 0)‖m,n + |c|, so by defining X̃ := X ⊕R and endowing it with the sum norm as in
Lemma 5.8, we have ‖.‖X̃ = ‖.‖m,n. Hence we can identify (X̃, ‖.‖X̃) with (R3, ‖.‖m,n).
By applying Lemma 5.8, (i) follows directly and for (ii), we get

Ext(Bm,n) = {±(a,−Γ(a)) :
n

m− n
≤ a ≤ n

n+mλ0
} ∪ {±(0, 0, 1)}

which concludes the proof.

6 Mm,n(x) for odd m,n ∈ N

In order to determine an explicit formula forMm,n(x) for x ∈ [−1, 1] and m,n ∈ N odd
numbers with m > n, we have to prove some technical lemmata.

Lemma 6.1. Let m,n ∈ N be odd numbers with m > n and let λ0 be the real number
given by Lemma 5.1. Then

|λ0| ·
n

m
< |λ0| ·

1− |λ0|
n

m−n

1− |λ0|
m

m−n
<

n

m

Proof. For the first inequality notice that according to Lemma 5.1, we have |λ0| < n
m < 1

and consider the following inequality:

n

m
<

1− xn

1− xm
(6)

16



6 MM,N(X) FOR ODD M,N ∈ N

We will show that (6) holds for every x ∈ (0, ( nm)
1

m−n ). First, by multiplying with m
and 1− xm, we see that if x ∈ (0, 1), then (6) is equivalent to

m− n > mxn − nxm. (7)

For f(x) := mxn − nxm, we have f ′(x) = nm(xn−1 − xm−1) > 0 for x ∈ (0, 1) and
hence the right side of (7) is strictly increasing in x on (0, 1). Since m − n is constant
w.r.t. x, the graph of f meets the line y = m− n at, at most, one point in [0, 1]. Since
f(1) = m − n and f is strictly increasing on (0, 1), we obtain that f must be smaller
than m − n over (0, 1). Thus, (6) holds for every x ∈ (0, 1), in particular for every

x ∈ (0, ( nm)
1

m−n ). By setting |λ0|
1

m−n = x, the first inequality is proved.

For the second equality, by using n + mλ0 = (m − n)|λ0|
m

m−n , which follows from the
definition of λ0 in Lemma 5.1 and n+mλ0 > 0, since λ0 ∈ (− n

m , 0), we get

|λ0| · 1−|λ0|
n

m−n

1−|λ0|
m

m−n
< n

m ⇔ m|λ0| · (1− |λ0|
n

m−n ) < n · (1− |λ0|
m

m−n )

⇔ m|λ0| − n < (m− n)|λ0|
m

m−n

⇔ m|λ0| − n < n+mλ0

⇔ 2m|λ0| < 2n,

which is true, because λ0 ∈ (− n
m , 0).

Lemma 6.2. Let m,n ∈ N be odd numbers with m > n and let λ0 be the real number
given by Lemma 5.1. Define

f(x) := mn
m−n · x

n−1 · |xm−n − 1|, x ∈ R,

g(x) := mn
n+mλ0

· xn−1 · |xm−n + λ0|, x ∈ R.

Assume

0 ≤ |x| ≤
( |λ0|n

m

) 1
m−n

or
( n
m

) 1
m−n ≤ |x| ≤ 1,

then we have f(x) ≤ g(x).

Proof. Since the exponents n− 1 and m− n are even, f and g are symmetric and thus
we can assume that 0 ≤ x ≤ 1. Now for x = 0 the statement is trivial and for x = 1 we
have n+mλ0 > 0, since λ0 > − n

m according to Lemma 5.1 and hence g(1) > 0 = f(1).
So let us assume 0 < x < 1. Then we have

f(x) = g(x) ⇔ xn−1 ·mn · ( |x
m−n−1|
m−n − |x

m−n+λ0|
n+mλ0

) = 0

5.1⇔ |xm−n − 1| · |λ0|
m

m−n = |xm−n + λ0|

⇔ |λ0|
m

m−n − xm−n · |λ0|
m

m−n = |xm−n + λ0|

17
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and that means for xm−n1 > |λ0|, using |λ0|
m

m−n = n+mλ0
m−n (Lemma 5.1) and |λ0| = −λ0,

we have
|λ0|

m
m−n + |λ0| = xm−n1 · (1 + |λ0|

m
m−n )

⇔ n+mλ0
m−n + |λ0| = xm−n1 · (1 + n+mλ0

m−n )

⇔ n · (1− |λ0|) = xm−n1 ·m · (1 + λ0)

⇔ x1 =
(
n
m

) 1
m−n

and for xm−n2 < |λ0| we get

xm−n2 · (1− |λ0|
m

m−n ) = |λ0| − |λ0|
m

m−n

⇔ x2 =
(
|λ0| · 1−|λ0|

n
m−n

1−|λ0|
m

m−n

) 1
m−n

.

Now we can apply Lemma 6.1 to conclude that neither x1 nor x2 are in the intervals(
0,
( |λ0|n

m

) 1
m−n

)
and

((
n
m

) 1
m−n , 1

)
. Thus, by continuity and since there is no other point

x ∈ (0, 1) with f(x) = g(x), we see that one of the functions must be bigger than the
other one on each of the previous intervals. We already obtained f(1) < g(1). On the
other hand

f
(( |λ0|n

m

) 1
m−n

)
< g

(( |λ0|n
m

) 1
m−n

)
⇔

∣∣ |λ0|n
m
−1
∣∣

m−n <

∣∣ |λ0|n
m

+λ0

∣∣
n+mλ0

(
|λ0|n
m

<|λ0|<1)
⇔ (m− |λ0|n) · (n+mλ0) < (|λ0|m− |λ0|n) · (m− n)

5.1⇔ (n+ 1
λ0
·m) · |λ0|

n
m−n > m−n

λ0

Since 1
λ0
< −1, Lemma 5.1, (ii), delivers n+ 1

λ0
·m > − m−n

|λ0|
m

m−n
, so we get

(n+
1

λ0
·m) · |λ0|

n
m−n > −m− n

|λ0|
=
m− n
λ0

which concludes the proof.

Lemma 6.3. Let m,n ∈ N be odd numbers with m > n and let λ0 be the real number
given by Lemma 5.1. Define

f(x) := mn
m−n · x

n−1 · |xm−n − 1|, x ∈ R,

g(x) := mn
n+mλ0

· xn−1 · |xm−n + λ0|, x ∈ R,

h(x) := n ·
(
n
m

) n
m−n · 1

|x| , x ∈ R\{0}.

Assume

x1 :=
( |λ0|n

m

) 1
m−n ≤ |x| ≤

( n
m

) 1
m−n

=: x2, (8)

then we have h(x) ≥ max{f(x), g(x)}.

18
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Proof. Suppose (8) holds. Since the exponents n − 1 and m − n are even and x 7→ |x|
is symmetric, f, g and h are symmetric and thus we can assume that x > 0. Clearly, it
suffices to show h(x) ≥ f(x) and h(x) ≥ g(x).
”h(x) ≥ f(x)”: Let us take a look at the function ϕ(x) := xn − xm. Since ϕ′(x) > 0
for all x ∈ (0, 1), we see that ϕ is strictly increasing over the interval (0, x2]. Thus the

maximum of ϕ over [0, x2] is attained at x2 = ( nm)
1

m−n . Its value is

ϕ(x2) = xn2 − xm2 =
( n
m

) n
m−n −

( n
m

) m
m−n

=
(m− n) · n

n
m−n

m
m

m−n
.

Hence,

xn − xm ≤ (m− n) · n
n

m−n

m
m

m−n
for x1 ≤ x ≤ x2.

Using this inequality and the fact that x > 0, we obtain

f(x) = mn
m−n · x

n−1 · |xm−n − 1| = mn
m−n ·

1
x · (x

n − xm)

≤ mn
m−n ·

1
x ·

(m−n)·n
n

m−n

m
m

m−n
= n ·

(
n
m

) n
m−n · 1x = h(x)

for all x ∈ [x1, x2].
”h(x) ≥ g(x)”: For x ∈ [x1, x2], we have that the inequality

mn

n+mλ0
· xn−1 · |xm−n + λ0| ≤ n ·

( n
m

) n
m−n · 1

|x|

is equivalent to
m

n+mλ0
· |xm + λ0x

n| ≤
( n
m

) n
m−n

For ψ(x) := xm + λ0x
n, we obtain ψ′(x) = mxm−1 + λ0nx

n−1 = 0 ⇔ x = 0 ∨ x =

±
( |λ0|n

m

) 1
m−n = ±x1. So ψ is monotone over the interval [x1, x2]. Using n + mλ0 =

(m− n)|λ0|
m

m−n (from Lemma 5.1) and |λ0| = −λ0, we get

m
n+mλ0

· |ψ(x1)| = m
n+mλ0

·
∣∣∣|λ0| m

m−n ·
((

n
m

) m
m−n −

(
n
m

) n
m−n

)∣∣∣
=

(
n
m

) n
m−n

and
m

n+mλ0
· |ψ(x2)| = m

n+mλ0
·
∣∣∣( nm) m

m−n + λ0 ·
(
n
m

) n
m−n

∣∣∣
= m

n+mλ0
·
(
n
m

) n
m−n ·

∣∣( n
m

)
+ λ0

∣∣
=

(
n
m

) n
m−n

Monotony of ψ over [x1, x2] delivers

ψ(x) ∈
[

min
{
ψ(x1), ψ(x2)

}
,max

{
ψ(x1), ψ(x2)

}]
19
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and thus
|ψ(x)| ≤ max

{
|ψ(x1)|, |ψ(x2)|

}
Finally,

m

n+mλ0
· |xm + λ0x

n| ≤ m

n+mλ0
·max

{
|ψ(x1)|, |ψ(x2)|

}
=
( n
m

) n
m−n .

We are now ready to state and prove the main theorem of this section.

Theorem 6.4. Let m,n ∈ N be odd numbers with m > n and let λ0 be the real number
given by Lemma 5.1. Define

Im,n := [x1, x2] =

[( |λ0|n
m

) 1
m−n

,
( n
m

) 1
m−n

]
,

then

Mm,n(x) =

 n ·
(
n
m

) n
m−n · 1

|x| , if |x| ∈ Im,n,
mn

n+mλ0
· xn−1 · |xm−n + λ0|, if |x| ∈ [0, 1]\Im,n,

with Mm,n(x) from Definition 4.1. In addition, Mm,n is continuous on [−1, 1].

Proof. We have that
Mm,n(x) = max

p ∈ Ext(Bm,n)
|p′(x)|,

where Bm,n is the unit ball of the space (R3, ‖.‖m,n). So we can restrict our attention
to the extreme points obtained in Theorem 5.9. Since for p ≡ ±1, it holds |p′(x)| ≡ 0,
the contribution of ±(0, 0, 1) to Mm,n(x) is irrelevant. Thus it suffices to consider the
polynomials

pa(x) = ±
(
axm − m

(m− n)
m−n
m · n

n
m

a
n
mxn

)
for n

m−n ≤ a ≤
n

n+mλ0
. It follows

Mm,n(x) = sup
n

m−n≤a≤
n

n+mλ0

∣∣p′a(x)
∣∣

= sup
n

m−n≤a≤
n

n+mλ0

∣∣∣amxm−1 − m

(m−n)
m−n
m ·n

n
m
a
n
mnxn−1

∣∣∣
= sup

n
m−n≤a≤

n
n+mλ0

∣∣∣mxn−1(axm−n − ( n
m−n

)m−n
m a

n
m

)∣∣∣
We define ϕ(a) := mxn−1

(
axm−n − ( n

m−n)
m−n
m a

n
m

)
. Clearly, the above supremum is

attained at either a1 := n
m−n , at a2 := n

n+mλ0
or at a critical point ac of ϕ in the interior
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of the interval
[

n
m−n ,

n
n+mλ0

]
. We obtain

ϕ′(ac) = mxn−1
(
xm−n −

(
n

m−n
)m−n

m · nm · a
n−m
m

c

)
= 0

⇔ m
n ·
(

n
m−n

)n−m
m · 1

|x|n−m = a
n−m
m

c

⇔ n
m−n ·

(
n
m

) m
m−n · 1

|x|m = ac,

which means we have only one critical point ac. This leads to

|ϕ(ac)| = 1
|x| ·

mn
m−n ·

∣∣∣( nm) m
m−n −

(
n
m

) n
m−n

∣∣∣
= 1

|x| ·
mn
m−n ·

(
n
m

) n
m−n

∣∣ n
m − 1

∣∣
= n

|x| ·
(
n
m

) n
m−n

However, the condition n
m−n ≤ ac ≤ n

n+mλ0
and n + mλ0 = (m − n)|λ0|

m
m−n (Lemma

5.1) imply

n
m−n ≤ n

m−n ·
(
n
m

) m
m−n · 1

|x|m ≤ n
n+mλ0

⇔
( |λ0|n

m

) 1
m−n ≤ |x| ≤

(
n
m

) 1
m−n

Together, we have

Mm,n(x) = sup
n

m−n≤a≤
n

n+mλ0

|ϕ(a)|

=

 max
{
|ϕ(a1)|, |ϕ(a2)|, n|x| ·

(
n
m

) n
m−n

}
, if |x| ∈ Im,n

max
{
|ϕ(a1)|, |ϕ(a2)|

}
, if |x| ∈ [0, 1]\Im,n.

We want to apply Lemma 6.2 and Lemma 6.3. Considering the functions f, g and h
defined in those lemmata, we obtain

|ϕ(a1)| =
mn

m− n
· xn−1 · |xm−n − 1| = f(x)

and, using (m− n) = (n+mλ0) · |λ0|−
m

m−n (Lemma 5.1),

|ϕ(a2)| =
mn

n+mλ0
· xn−1 · |xm−n + λ0| = g(x). (9)

Now finally

|ϕ(ac)| =
n

|x|
·
( n
m

) n
m−n

= h(x), (10)

thus, the case |x| ∈ [0, 1]\Im,n follows from Lemma 6.2, the other case |x| ∈ Im,n from
Lemma 6.3 and since we already obtained g(x1) = h(x1) and g(x2) = h(x2) in the proof
of Lemma 6.3, Mm,n(x) is continuous.
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Definition 6.5. (Mm,n)
We define Mm,n to be the smallest possible constant, such that

|p′(x)| ≤Mm,n‖p‖ for all x ∈ [−1, 1], p ∈ Pm,n(R).

Clearly
Mm,n = sup

x∈[−1,1]
Mm,n(x).

Proposition 6.6. Let m,n ∈ N be odd numbers with m > n and let λ0 be the real
number given by Lemma 5.1. Then

Mm,n =Mm,n(±1) =
mn(1 + λ0)

n+mλ0

and equality is attained for the polynomials

p(x) = ±nx
m + λ0mx

n

n+mλ0
.

Proof. According to Definition 6.5, we want to obtain sup
x∈[−1,1]

Mm,n(x). By Theorem

6.4, we have

Mm,n(x) =

 n ·
(
n
m

) n
m−n · 1

|x| , if |x| ∈ Im,n,
mn

n+mλ0
· xn−1 · |xm−n + λ0|, if |x| ∈ [0, 1]\Im,n,

where

Im,n := [x1, x2] =

[( |λ0|n
m

) 1
m−n

,
( n
m

) 1
m−n

]
.

Since Mm,n(x) is symmetric, monotonically decreasing on Im,n, and by Theorem 6.4
continuous, we get

sup
|x|∈Im,n

Mm,n(x) =Mm,n(x1) = lim
x↗x1

Mm,n(x)|[0,1]\Im,n .

Thus, again by symmetry of Mm,n(x), we only have to find

sup
x∈[0,1]\Im,n

Mm,n(x) = sup
x∈[0,1]\Im,n

mn

n+mλ0
· xn−1 · |xm−n + λ0|.

Hence, we want to find xmax with

xn−1max · |xm−nmax + λ0| = max
x∈[0,x1]∪[x2,1]

xn−1 · |xm−n + λ0| =: ϕ(x)

Since xm−n < |λ0| for x ∈ [0, x1] we have

max
x∈[0,x1]

ϕ(x) = max
x∈[0,x1]

|λ0|xn−1 − xm−1

22



6 MM,N(X) FOR ODD M,N ∈ N

This maximum is attained at either x = 0, at x = x1 or at a critical point of ϕ in (0, x1).
For n = 1, it is easy to see that xmax = 0, for n > 1 we have

(n− 1) · |λ0|xn−2 − (m− 1)xm−2 = 0 ⇔ x = 0 ∨ x =
( (n−1)|λ0|

m−1
) 1
m−n =: xc

Since xc is the only critical point of ϕ in (0,∞) and lim
x→∞

ϕ′(x) = −∞, it follows ϕ′(x) < 0

for x > x1. Now since ϕ(xc) > ϕ(0) = 0, it holds

max
x∈[0,x1]

ϕ(x) = ϕ(xc) = xn−1c (|λ0| −
(n− 1)|λ0|
m− 1

) = xn−1c

(m− n)|λ0|
m− 1

Clearly, Mm,n(x) is monotonically increasing on [x2, 1], so we only have to compare
ϕ(1) with ϕ(0) (if n = 1) and ϕ(xc) (if n > 1). Using Lemma 5.1, for n = 1 (note that
n
m = 1

m < m−1
m = m−n

m , since m ≥ 3) we obtain

ϕ(0) = |λ0| <
n

m
<
m− n
m

< 1− |λ0| = ϕ(1)

and for n > 1 we get

ϕ(xc) = xn−1c

(m− n)|λ0|
m− 1

<
(m− n)|λ0|
m− 1

< |λ0| < ϕ(1)

So

Mm,n = sup
x∈[−1,1]

Mm,n(x) =Mm,n(±1) =
mn

n+mλ0
· ϕ(±1) =

mn(1 + λ0)

n+mλ0

The second point follows directly by deriving p.

The results obtained in this chapter are visualised below. To notice the difference
between n = 1 and n > 1, the plots of Mm,n(x) for m = 3 and n = 1 (Figure 3b) and
for m = 5 and n = 3 (Figure 3a) are shown.
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Figure 3a: Mm,n(x) for m = 3 and n = 1.
In this case M3,1 = 9.
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Figure 3b: Mm,n(x) for m = 5 and n = 3.
In this case M5,3 = 9.

7 Appendix

Appendix A. The Krein-Milman approach

Definition A.1. (Convex body)
A compact, convex, and nonempty set is called a convex body.

To investigate polynomial inequalities, it can be very useful to determine the set of
extreme points Ext(C) of a convex set C. The key result connecting extreme points and
inequalities is called the Krein-Milman approach. We are going to prove that for a convex
function (like a polynomial norm) defined on a convex body C in a finite dimensional
topological vector space (in our case the unit ball of a finite dimensional polynomial
space) that attains its maximum on C, we can find e ∈ Ext(C) with f(e) = max

x∈C
f(x).

Therefore we can restrict our attention to the extreme points of the domain of the target
function.
To prove this, we need the Minkowski-Carathéodory Theorem (Theorem A.17). The
proof presented here follows [8, chapter 8, pages 122-126].

Definition A.2. (Face of C)
Let C be a convex subset of a vector space X. A (proper) convex extreme subset of C
is called a (proper) face of C.

Lemma A.3. Let A be a convex subset of a real vector space X. Let f : A → R be a
linear functional with

(i) sup
x∈A

f(x) = γ <∞

(ii) The restriction f |A of f to A is not constant.

If F := {x ∈ A : f(x) = γ} 6= ∅, then it is a proper face of A.
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Proof. Since f is linear, F is convex. Let x, y ∈ A, λ ∈ (0, 1) and λx + (1 − λ)y ∈ F .
Since f is linear, we have λf(x)+(1−λ)f(y) = f(λx+(1−λ)y) = γ, and f(x), f(y) ≤ γ,
therefore f(x) = f(y) = γ. Thus x, y ∈ F . It follows that F is a face of A. According
to (ii), we can find a point x ∈ A with f(x) < γ, which means x /∈ F and therefore F is
a proper face of A.

Lemma A.4. Let X be a topological vector space and A ⊆ X be convex.
Then A and A◦ are convex.

Proof. For a proof we refer to [9, Lemma 2.1.7, pages 19-20].

Lemma A.5. Let X be a topological vector space and A ⊆ X be convex. Then

(i) Every proper extreme subset of A lies in the boundary of A.

(ii) If X is locally convex and A◦ 6= ∅, then each point x ∈ A∩ ∂A lies in some proper
face of A.

Proof.
”(i)”: Let E ( A be a proper extreme subset of A, x ∈ E and y ∈ A\E. Let z : R→ X
be the continuous function z(λ) := λx+(1−λ)y. Since E is extremal, we have (1,∞) ⊆
z−1(AC). It follows that x ∈ A ∩AC ⊆ ∂A.
”(ii)”: Let x ∈ A ∩ ∂A and set B = A◦. According to Lemma A.4, B is convex.
The Hahn-Banach Theorem (Theorem 2.5) provides a continuous linear functional f :
X → R with f(b) < γ ≤ f(x) for all b ∈ B. Let y ∈ A and choose b ∈ B. For each
λ ∈ (0, 1] the set λB+ (1−λ)y is an open subset of A, and hence contained in B. Thus
f(y) = lim

λ→0
f(λb + (1 − λ)y) ≤ γ. It follows that f(x) = γ = sup

y∈A
f(y) and Lemma A.3

shows that {y ∈ A : f(y) = γ} is a proper face of A.

Proposition A.6. Let X be a topological vector space, A ⊆ X be a convex body and
E ⊆ A a face of A. Let B ⊆ E. Then B is a face of E if and only if it is a face of A.
In particular,

Ext(E) = E ∩ Ext(A)

Proof. If B is a face of E and λx+ (1− λ)y ∈ B for x, y ∈ A, λ ∈ (0, 1), then since E is
a face of A, we have x, y ∈ E and thus x, y ∈ B. It follows that B is a face of A.
If B is a face of A and λx+ (1−λ)y ∈ B for x, y ∈ E, λ ∈ (0, 1), then x, y ∈ A and since
B is a face of A also x, y ∈ B. Thus B is a face of E.

Definition A.7. (Affine subspac)
Let X be a vector space. An affine subspace is a set of the form a + V with a ∈ X
and a linear subspace V ⊆ X. The affine span of a subset A ⊆ X is the smallest affine
subspace containing A. If A = {a1, . . . , an}, then its affine span is

Aff(a1, . . . , an) =
{ n∑
i=1

λiai : λi ∈ R, i ∈ {1, . . . , n},
n∑
i=1

λi = 1
}
.
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This can be easily seen, since
n∑
i=1

λi = 1 implies

n∑
i=1

λiai = a1 +
n∑
i=2

λi(ai − a1),

which is exactly a1 plus the vector span of {ai − a1 : i ∈ {2, . . . , n}}.
The set {a1, . . . , an} is called affinely independent, if and only if

n∑
i=1

λiai = 0 and
n∑
i=1

λi =

0 implies λi = 0, i ∈ {1, . . . , n}. This is the case if and only if {ai − a1 : i ∈ {2, . . . , n}}
is linearly independent, as

n∑
i=1

λi = 0 implies

n∑
i=1

λiai =

n∑
i=2

λiai + (−
n∑
i=2

λi)a1 =

n∑
i=2

λi(ai − a1).

Theorem A.8. Let X be a real (or complex) topological vector space and Y be a linear
subspace of dimension n. Then every isomorphism mapping Rn (or Cn) to Y is also a
homeomorphism from (Rn, ‖.‖) (or (Cn, ‖.‖)) to (Y, T ).

Proof. For a proof we refer to [9, Satz 2.2.1, (i), page 25].

Corollary A.9. (Uniqueness of finite-dimensional t.v.s.)
Let X be a finite-dimensional vector space. Then there exists a unique topology, which
satisfies that (X, T ) is a topological vector space. In particular, every real or complex
topological vector space of dimension n is homeomorphic to Rn or Cn, respectively, and
all norms on Rn or Cn are equivalent.

Proof. A proof can be found in [9, Korollar 2.2.2, pages 26-27].

Corollary A.10. Every finite-dimensional real (or complex) topological vector space
(X, T ) is normable.

Proof. For dim(X) = n ∈ N, there exists an isomorphism ψ : Rn → X, which is also
a homeomorphism (Theorem A.8). Clearly, the topology induced by ‖x‖ := ‖ψ−1(x)‖
equals T .

Proposition A.11. Let (X, T ) be a real topological vector space and A be a finite subset
of X. Then co(A) has nonempty interior as a subset of Aff(A), i.e. w.r.t. the relative
topology T |Aff(A).

Proof. Write A = {a1, . . . , an}. By successively eliminating dependent vectors from
B = {ai − a1 : i ∈ {2, . . . , n}}, we can find a maximal independent subset of B.
W.l.o.g. suppose it is B′ = {a2 − a1, . . . , ak − a1}, so that {a1, . . . , ak} is affinely
independent and each al − a1 with l > k is a linear combination of vectors in B′. Then
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Aff(A) = Aff(a1, . . . , ak). By Theorem A.8, and since translations are homeomorphisms,
the map

ϕ :


Rk−1 → Aff(A)

(λ1, . . . , λk−1) 7→ a1 +
k−1∑
i=1

λi(ai+1 − a1)

is a homeomorphism. The set

{
(λ1, . . . , λk−1) ∈ Rk−1 : λi > 0,

k−1∑
i=1

< 1
}

is open, nonempty and mapped into co(A) by ϕ.

Theorem A.12. Let X be a finite-dimensional topological vector space and A ⊆ X be
convex. Then there is a unique affine subspace W ⊆ X such that A ⊆ W , and as a
subset of W , A has nonempty interior.

Proof. Pick a1 ∈ A and set B := A − a1. Note that 0 ∈ B. Let V be the linear
subspace generated by B, i.e. let k ∈ N and {b1, . . . , bk−1} ⊆ B be a maximal linearly
independent subset of B and define V := span({b1, . . . , bk−1}). Furthermore, define
ai := bi−1 + a1 for i ∈ {2, . . . , k}, then W := a1 + V is the affine span of {a1, . . . , ak}.
By construction, B ⊆ V and thus A ⊆ W = Aff(a1, . . . , ak). By Proposition A.11, we
know that co(a1, . . . , ak) has nonempty interior in W .
To show uniqueness note that any affine subspace Z containing A must contain a1, . . . , ak
and thus also Aff(a1, . . . , ak). If Z is an affine subspace of X containing A and its
dimension is larger than dim(Aff(a1, . . . , ak)), Aff(a1, . . . , ak) has empty interior in Z
and therefore also A has.

Definition A.13. (Dimension of a convex set)
Let X be a finite-dimensional topological vector space and A ⊆ X convex. The
dimension of A is defined as the dimension of the unique affine subspace given by
Theorem A.12.

Definition A.14. (Aiint and ∂iA)
Let (X, T ) be a finite-dimensional topological vector space and A ⊆ X convex.
The intrinsic interior of A is defined as the interior of A as a subset of the unique affine
subspace W given by Theorem A.12 and is denoted by Aiint.

The intrinsic boundary ∂iA of A is defined by ∂iA := A
T |W \Aiint.

Proposition A.15. Let X be a finite-dimensional real topological vector space and
A ⊆ X be a convex body. Then

(i) The intrinsic boundary ∂iA of A is the union of all proper faces of A.

(ii) If x ∈ ∂iA and y ∈ Aiint, then {λ : (1− λ)x+ λy ∈ A} = [0, α] for some α > 1.

(iii) If x ∈ Aiint and y ∈ A, then {λ : (1− λ)x+ λy ∈ A} ∩ (−∞, 0) 6= ∅.
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Proof.
(i): According to Corollary A.10, X is locally convex. Consider the unique affine sub-
space W of X given by Theorem A.12. Write W = x+ V for some x ∈ X and a linear
subspace V of X. Since every subspace of a locally convex space endowed with the
relative topology is locally convex, we have that V . If we view A − x as a subset of
V , then A − x has nonempty interior and hence, Lemma A.5 shows that the union of
all proper faces of A − x equals (A − x) ∩ ∂i(A − x). It follows that the union of all
proper faces of A equals A ∩ ∂iA and since A is compact and therefore closed, we get
A ∩ ∂iA = ∂iA.

(ii): We know that each point x ∈ ∂iA lies in some proper face F of A. Since
∅ = Aiint ∩ ∂iA and Aiint ∩ ∂iA ⊇ Aiint ∩ F by Lemma A.5, we know y /∈ F . As
A is convex, we know that Λ := {λ : (1 − λ)x + λy ∈ A} is an interval and [0, 1] ⊆ Λ.
If Λ ∩ (−∞, 0) 6= ∅, then x is an interior point of a line segment in A with one end
point y /∈ F , which contradicts x ∈ F . Let z : R → X be the continuous function
z(λ) := (1 − λ)x + λy. If Λ ∩ (1,∞) = ∅, then y = lim

λ↘1
z(λ) with z(λ) /∈ A for λ > 1,

which contradicts y ∈ Aiint.
(iii): Similar to (ii), we obtain {λ : (1− λ)x+ λy ∈ A} ⊇ [0, 1]. If {λ : (1− λ)x+ λy ∈
A} ∩ (−∞, 0) = ∅, then X = lim

λ↗0
z(λ), which contradicts x ∈ Aiint.

Proposition A.16. Let X be a finite-dimensional real topological vector space and
A ⊆ X be a convex body with dim(A) = n and let F be a proper face of A. Then
dim(F ) < n.

Proof. Let W be the unique n-dimensional affine space containing A given by Theorem
A.12. If dim(F ) = n, then W must also be the unique n−dimensional affine subspace
containing F , and according to Theorem A.12, F has nonempty interior as a subset of
W . We are led to a contradiction since F iint ⊆ Aiint, but F ⊆ ∂iA by Lemma A.5.
Thus dim(F ) < n.

We are now ready to prove the Minkowski-Carathéodory Theorem, which will then be
used to verify the Krein-Milman approach.

Theorem A.17. (Minkowski–Carathéodory Theorem)
Let X be a finite-dimensional real topological vector space and A ⊆ X be a convex body
with dim(A) = n. Then every point in A is a convex combination of at most n + 1
extreme points. In fact, for any x, one can fix e0 ∈ Ext(A) and find e1, . . . , en ∈ Ext(A)
such that x is a convex combination of {ei : 0 ≤ i ≤ n}. If x ∈ A◦, then x =

∑n
i=0 λiei

with λ0 > 0. In particular,
A = co(Ext(A)).

Proof. As A is nonempty, compact and convex and X is locally convex (Corollary A.10),
the Krein-Milman Theorem (Theorem 2.13) guarantees the existence of extreme points.
We use induction on the dimension of A. For dim(A) = 0, which means A = {a} for
some a ∈ X, the statement is trivial.
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Suppose the result holds for all sets B with dim(B) ≤ n− 1 and let dim(A) = n.
If x ∈ ∂iA, then by means of Proposition A.15, we can find a proper face F of A with x ∈
F . Proposition A.16 implies dim(F ) < n, so by the induction hypothesis, x =

n∑
i=1

λiei

with λi ≥ 0, i ∈ {1, . . . , n},
n∑
i=1

λi = 1 and {e1, . . . , en} ⊆ Ext(F ). From Proposition A.6,

we know Ext(F ) ⊆ Ext(A), so x is a convex combination of n extreme points of A. For
an arbitrary e0 ∈ Ext(A), if e0 is already represented in the convex combination, we
are done. Otherwise, however, we can just add e0 to the convex combination with the
factor λ0 = 0.
If x ∈ Aiint and e0 ∈ Ext(A) (clearly x 6= e0, see Proposition A.15, (i)). Proposition
A.15, (ii), shows that {λ : (1 − λ)e0 + λx ∈ A} = [0, α] for some α > 1. Let y =
(1− α)e0 + αx. For λ0 := 1− α−1, we have 0 < λ0 < 1 and

y = (1− α)e0 + αx⇔ α−1y − 1− α
α

e0 = x⇔ x = λ0e0 + (1− λ0)y.

Let z : R→ X be the continuous function z(λ) := (1−λ)e0 +λx. We have y = lim
λ↘α

z(λ)

and hence y ∈ ∂iA and therefore y ∈ F for some proper face F of A. By the induction

hypothesis we can write y as a convex combination y =
n∑
i=1

λiei of points e1, . . . , en ∈

Ext(F ). From that we see that x is the convex combination

x = λ0e0 +
n∑
i=1

(1− λ0)λi ei.

It suffices to recall that Ext(F ) ⊆ Ext(A) by Proposition A.6.

Now we are ready to verify the Krein-Milman approach. Let us recall the definition of
a convex function.

Definition A.18. (Convex function)
Let X be a real vector space and C ⊆ X be convex. A function f : C → R is called
convex, if

∀x, y ∈ C, λ ∈ [0, 1] : f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y)

Theorem A.19. (The Krein-Milman approach) If C is a convex body in a finite-
dimensional topological vector space and f : C → R is a convex function that attains its
maximum on C, then there is an extreme point e ∈ C with f(e) = max{f(x) : x ∈ C}.

Proof. Suppose f attains its maximum at x ∈ C. Then, according to Theorem A.17, we

have x =
n∑
i=1

λiei for some n ∈ N (w.l.o.g. we can assume λi 6= 0 for all i ∈ {1, . . . , n}).

By iterative use of the convexity of f and since f(ei) ≤ f(x), i ∈ {1 . . . , n}, we get

f(x) = f(
n∑
i=1

λiei) ≤
n∑
i=1

λif(ei) ≤
n∑
i=1

λif(x) = f(x)
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and thus f(ei) = f(x), i ∈ {1, . . . , n}.
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