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A multiscale finite element method is extended to allow for materials with hysteresis. The method is developed for an eddy current
problem, coupled with a network. As an example, a laminated toroidal transformer core is considered. Utilizing the symmetry of
the domain, the problem can be rewritten as a two-dimensional one. The multiscale method shows good results compared to the
reference solutions for both the nonlinear problem with magnetization curve and with the inclusion of hysteresis by the Preisach
model, while preserving its main advantages of drastically reducing the number of degrees of freedom by utilizing a coarse mesh
that does not resolve each single iron sheet. Both the multiscale solution and the reference solution are compared to measurement
data. It is demonstrated that the inclusion of hysteresis is necessary in order to achieve a good approximation of the measurement
data, which is used to identify both the magnetization curve and the parameters for the Preisach model.
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I. INTRODUCTION

The multiscale finite element method (MSFEM) described
in [1] has already been applied successfully to the linear and
nonlinear eddy current problem, see for example [2] and [3].
Its main advantage is to greatly reduce the number of degrees
of freedom in the finite element system by allowing the usage
of a coarse mesh, which does not resolve each individual iron
sheet in the simulated core. The aim of this paper is to study
a possibility to include hysteresis by the Preisach model.

The method is developed in the setting of the eddy current
problem including network coupling with a voltage-driven coil.
Using the A formulation, this kind of coupling has been
presented in [4]. A variant using the T − Φ formulation
has later been presented in [5]. A discussion of the different
formulations and the treatment of coils can be found in [6]. In
this work, the A formulation is used.

The developed method is tested by a numerical example.
A toroidal transformer is simulated for which measurement
data are available. As a simplification, only the core itself
is considered in the simulated domain, because experience
has shown, that the surrounding air can be neglected for this
problem. The windings are evenly distributed around the core
and assumed to be radially aligned. In the model they are
considered by a surface current density. An external circuit
with a voltage source is coupled via this surface current
density with the field problem. The cross section of the core is
rectangular. These simplifications make it possible to restrict
the full problem to a two-dimensional one using cylindrical
coordinates.

The simulation results demonstrate that the chosen sim-
plifications do not introduce significant errors. The MSFEM
solution shows only a very small error compared to the
reference solution even in this highly nonlinear setting.

II. THE EDDY CURRENT PROBLEM WITH CIRCUIT
COUPLING

Consider an eddy current problem with circuit coupling for
the A formulation, as developed in [4]. In the time domain,
it is given as: For a given voltage u(t), find the current i(t)
and the magnetic vector potential A(t) ∈ H(curl) for all times
t ∈ R+, so that∫

Ω

µ−1(A)curlA curlv +
∂

∂t
σAv dΩ =

∫
Γ

ivτN dΓ

iR+

∫
Γ

∂

∂t
AτN dΓ = u

(1)

for all v ∈ H(curl) with τN being the winding density. The
vector potential A is chosen to fulfill homogenous Neumann
boundary conditions on ∂Ω. The coefficients in (1) are the
magnetic permeability µ, the electric conductivity σ and the
electric resistance R of the primary winding.

III. SIMPLIFICATION OF THE PROBLEM

In this paper, a toroidal transformer with a laminated core
is considered. The isolating layers between the iron sheets
are considered as air gaps. Using cylindrical coordinates, the
domain can be written as Ω = [r1, r2]× [0, 2π]× [−h2 ,

h
2 ], with

r1, r2 and h denoting the inner radius, the outer radius and the
total height of the core, respectively.

In this setting the winding density is given as

τN :=
N

2πr
τ , (2)

where τ is the unit tangential vector on the boundary of a cross
section of the core, see Fig. 1, r is the radial coordinate and
N the number of the primary windings.

To reduce the computational effort needed to solve (1) on
the three-dimensional domain Ω, the system is rewritten to a
simpler problem.

It is reasonable to assume that the solution does not depend
on the angle ϕ. Because the windings are assumed to be aligned
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Fig. 1. The laminated toriodal core and the unit tangential vector ~τ of the
cross section of the core (dashed line).

with the radius, A does not have a component in azimuthal
direction. This allows for the simplification

A =

Ar(r, ϕ, z)
Aϕ(r, ϕ, z)
Az(r, ϕ, z)

 =

Ar(r, z)
0

Az(r, z)

 . (3)

As a result, the curl in cylindrical coordinates becomes

curlA =


1
r

∂Az

∂ϕ
− ∂Aϕ

∂z
∂Ar

∂z
− ∂Az

∂r
1
r

(
∂(rAϕ)

∂r
− ∂Ar

∂ϕ

)
 =


0

∂Ar

∂z
− ∂Az

∂r

0

 . (4)

By defining the curl operator in two dimension as the scalar
function

curl

(
ur(r, z)
uz(r, z)

)
:=

∂uz

∂r
− ∂ur

∂z
, (5)

the problem can be reformulated on the two-dimensional
domain Ω2D = [r1, r2] × [−h2 ,

h
2 ], corresponding to a cross

section of the core at an arbitrary angle ϕ. Details about the
implementation of this two-dimensional H(curl) space can be
found in [7].

To obtain a unified equation system for both unknowns
(A, i), the second equation in (1) is also treated in the
weak sense by multiplying it with a constant test function j.
Furthermore, the time dependence is solved by a time stepping
method using the implicit Euler method, i.e. for a time step ∆t
approximating

∂

∂t
A ≈ Ak+1 −Ak

∆t
, (6)

with the superscripts denoting the current time instant, and
solving for Ak+1 in each time instant.

Fig. 2. The polynomial shape functions over the thickness of one iron sheet
with an air gap, scaled to the interval [−1, 1]. The grey dashed lines mark the
boundaries of the iron sheet.

The final problem is given as: Given uk+1, find ik+1 ∈ R
and Ak+1(t) ∈ H(curl), so that∫

Ω2D

µ−1(Ak+1)curlAk+1 curlv +
1

∆t
σAk+1v dΩ2D

−
∫

Γ2D

ik+1vτN dΓ2D =

∫
Ω2D

1

∆t
σAkv dΩ2D,∫

Γ2D

Ak+1τN j dΓ2D + ∆tik+1Rj

=

∫
Γ2D

AkτN j dΓ2D + ∆tuk+1j

(7)

for all v ∈ H(curl) and all j ∈ R. Note that the curl operator
in (7) refers to the two-dimensional curl given in (5).

Under the chosen assumptions on the geometry, (7) is
equivalent to the original problem (1). The fixed point iteration
method described in [8] is used to solve the nonlinear problem
(7).

IV. THE MULTISCALE METHOD

In order to reduce the number of unknowns in the re-
sulting finite element equation system, the multiscale method
described in [1] is used. The idea is to approximate the solution
by the multiscale approach

A ≈ A0 + φ1(z)

(
A1

0

)
+∇(φ1(z)w1), (8)

with the three auxiliary functions A0 ∈ H(curl), A1 ∈ L2 and
w ∈ H1 becoming the new unknowns.

The local behavior is recovered by the micro-shape function
φ1, which is a continuous piecewise linear function that in-
creases from −1 to 1 over the thickness of one iron sheet and
decreases back to −1 in each air gap, see Fig. 2.

The MSFEM equation system is obtained by using the ansatz
(8) in (7) together with the similar expansion

v ≈ v0 + φ1(z)

(
v1

0

)
+∇(φ1(z)q1) (9)

for the test function. Straightforward calculations yield in each
time step the multiscale problem: Given the same parameters as



in (1) and the solution of the previous time step, find Ak+1
0 ∈

H(curl), Ak+1
1 ∈ L2, wk+1 ∈ H1 and ik+1 ∈ R so that∫

Ω2D

µ−1(Ak+1)curlAk+1
0 curlv0

−µ−1(Ak+1)φ1,z

(
curlAk+1

0 v1 +Ak+1
1 curlv0

)
+µ−1(Ak+1)φ2

1,zA
k+1
1 v1

+
1

∆t

(
σAk+1

0 v0 + σφ2
1,zw

k+1q

+σφ1,z

(
Ak+1q + wk+1v0

)
+σφ2(∇wk+1∇q +Ak+1

1 v1)

+ σφ2(Ak+1
1

∂

∂r
q +

∂

∂r
wk+1v1)

)
dΩ2D

−
∫

Γ2D

ik+1v0τN dΓ2D =

∫
Ω2D

1

∆t
σAk

0v0 dΩ2D,∫
Γ2D

Ak+1
0 τN j dΓ2D + ∆tik+1Rj

=

∫
Γ2D

Ak
0τN j dΓ2D + ∆tuk+1j

(10)

for all v0 ∈ H(curl), v1 ∈ L2, q ∈ H1 and j ∈ R and with
φ1,z denoting the derivative of φ1 with respect to z.

For linear expressions (i.e. those containing σ and, in the
case of a linear material model, also µ) a bar indicates that the
respective coefficient is averaged over the thickness of one iron
sheet plus one air gap, as described in [1]. The advantage of
these new functions is, that they represent coefficients which
vary only on a large scale, i.e. they show little variation
on the scale of the sheet thickness. Therefore, the mesh on
which they are solved for does not need to resolve each
individual iron sheet, allowing for a significant reduction in
finite elements. The treatment of nonlinear expressions, which
cannot be globally precomputed, is described in Sec. V.

The lowest order approach (8) can be expanded to increase
the quality of the approximation. In this paper, the third order
expansion

A ≈ A0 + φ1

(
A1

0

)
+∇(φ1w1) + φ3

(
A3

0

)
+∇(φ3w3)

(11)

is also used and compared to the lowest order method. The
derivation of the corresponding weak problem is analogous to
that for (10) and is not presented for reasons of brevity.

V. IMPLEMENTATION OF MATERIAL MODELS

In this paper, the performance of the MSFEM compared to
the standard finite element method (FEM) is investigated for
two different material models: a nonlinear magnetic reluctivity
and a hysteretic relation between H and B. The case of a
linear relation B = µFEH in iron with some constant value
µFE has already been tested extensively, see for example [1]–
[3]. Therefore, it is not discussed in this paper.

Note that the models presented in this sections are scalar, i.e.
B and H are assumed to have only an azimuthal component
perpendicular to the cross section of the core. In the following
we will use the scalar properties H := H ·eϕ and B := B ·eϕ.

IP

B
I
P

C
I
P

1
Fig. 3. Each integration point IP in each finite element is assigned a one
dimensional reference cell CIP consisting of the iron sheet (dark gray) and
the air gap (light gray). The field BIP and the coefficients derived from it are
averaged using numeric integration.

As a first step, a nonlinear relationship between B and H is
considered. In the presented examples, the used B−H curve is
obtained by a linear interpolation of the measurement data. For
the standard FEM this leads to a nonlinear system of equations
in each time instant.

In the lowest order MSFEM setting (8) the obtained B field
has the form

B = curlA = curlA0 − φ1,zA1. (12)

The nonlinear coefficients in (10) are treated by a variant
of the method described in [3]. Each integration point IP
used in the assembling of the FEM matrix is assigned a one
dimensional reference cell CIP consisting of one iron sheet and
one half of an air gap to both sides, see Fig. 3. The B field
on that cell is approximated by a field BIP which is calculated
by (12) with A0 and A1 being replaced by their evaluated
values at IP. Because φ1,z is a piecewise constant function,
BIP and, by extension, µ = µ(BIP) are also piecewise constant
on CIP . In this case the averages in (10) can be calculated
with the formulars used in the linear setting, applied to each
integration point individually, which implies no additional
overhead compared to the standard FEM.

In the case of the third order MSFEM (11) the B field is
given as

B = curlA = curlA0 − φ1,zA1 − φ3,zA3, (13)

with the term φ3,z being a quadratic polynomial in z, i.e.
the BIP field is not constant in the iron sheet anymore.
Here, the averages are calculated using numerical integration
on the iron sheet of each reference cell CIP by a suitable
number of Gaussian points. This results in additional work
in the assembling of the FEM matrix, but preserves the main
advantage of MSFEM, namely the low number of equations in
the final system. Note that µ and BIP are constant in the air
gap. Consequently, no numerical integration is needed there.

The last step is the implementation of a hysteresis model.
There exists a wide variety of models and the applicability
of several different ones is studied in [9]. In this paper the
Preisach model was chosen.

As described for example in [10], the Preisach model gives a
relationship between H and B which depends on past states of
the system. The basic principle is that the past extrema of the
input H define a staircase line in the triangular Preisach plane,



or Preisach triangle. The output B is given by the integral of a
given distribution function over the Preisach triangle with the
sign of the distribution function P being determined by the
staircase line.

For the implementation it is much more practical to work
with the Everett function, which gives the integral of the
distribution function over a subtriangle of the entire domain,
see [11].

Because an implementation of the complete Preisach model
would require measurement data for a high number of first
order reversal curves, which were not available, a variant was
chosen which gives an approximation of the model based
on the major hysteresis loop. This will of course affect the
precision of the simulations compared to measurement data.
However, as demonstrated in Sec. VI the hysteretic behavior is
still captured with reasonable accuracy. The focus of the paper
is to show the compatibility of the proposed MSFEM with the
Preisach model, which is independent of the specific choice
for the Preisach distribution function.

A Lorentzian Preisach distribution function as described in
[12] was used. It has the form

P (α, β) =
K1(

1 +
(
α−a
b

)2)(
1 +

(
β+a
b

)2
)

+ δ(α− β)

 K2(
1 +

(
α
e

)2) + f

 ,

(14)

where a, b,K1,K2, e and f are generic constants, which are
determined by a least square fitting method and δ denotes
the Dirac delta function. A sufficient condition to ensure
P (α, β) ≥ 0 for all α and β is K1,K2, f ≥ 0.

The Everett function resulting from (14) is given as

E(α, β) = K1b
2at

(
β + a

b

)(
at

(
β − a
b

)
− at

(
α− a
b

))
+K2e

(
at

(
β

e

)
− at

(α
e

))
+ f(β − α)

−
∫ β

α

K1b
3at
(
ξ+a
b

)
ξ2 − 2aξ + a2 + b2

dξ,

(15)

where at was written instead of arctan to preserve space.
The remaining integral in (15) does not have an analytic
representation and has to be calculated numerically. To increase
the computational efficiency, the Everett function is computed
on a high number of grid points in the Preisach triangle
beforehand. Later evaluations are calculated from quadratic
interpolation of these precomputed data.

Note also, that common hysteresis models, including the
presented one, give the relationship between the fields in the
form B = B(H), i.e. H is the input used to calculate B.
This is in contrast to the problem at hand where B = curlA
is given and H has to be calculated. To account for this, the
model has to be inverted. More precisely, one has to solve the
problem: Given the pair of old fields H0 and B0 and the new
target value B̂, find the corresponding input value Ĥ for which

Fig. 4. The B-H curve obtained by the initial point (H0, B0) and a certain
history, varying the input H . The history was artificially chosen to accentuate
the discontinuities in the first derivative. After the update to the new state
(H1, B1) a new B-H curve is obtained, indicated by the dashed line in black.

the hysteresis model reproduces the output B̂. An overview of
algorithms for this problem can be found for example in [13].

In the implementation used in this paper, the inversion was
realized by utilizing that for a smooth Preisach distribution
function P the current input-output-pair (H0, B0) at a fixed
time, together with the stored history of past extrema of H
generates a continuous, monotone, piecewise smooth B − H
curve when considering all possible new input values H , see
Fig. 4. This curve is used in the nonlinear solver until a new
pair (H1, B1) with |B1− B̂|< ε is found for a given tolerance
ε. This new input is then used to obtain the curve for the next
time step, see the dashed line in Fig. 4.

The discontinuities in the first derivative of these curves
coincide with the stored past extrema of H . These in turn
coincide with the steps of the staircase line in the Preisach
plane, see Fig. 5. Because of these discontinuities, Newtons
method cannot be used directly to solve for Ĥ . As a first step
the past extrema which give the best upper and lower bound
for Ĥ need to found. This limits the search to an interval where
the curve is smooth and Newton’s method can be used.

Another problem when dealing with hysteresis is that while
the fields H and B are connected in a continuous way, the
derived property needed in the FEM system, i.e. ν = µ−1 = H

B
has a singularity whenever B changes its sign, resulting in
numerical instabilities. One way to deal with this problem
is to take the derivative with respect to time in the original
equations (1). This leads to a structurally identical problem,
except the right hand side is now given by the time variation
of the voltage instead of the voltage itself, instead of i and A
one solves for the time derivatives of these properties and the

reluctivity is replaced by the differential reluctivity νd =
∂H

∂B
.

The original properties may easily be recovered by discretely
integrating their calculated time derivatives with respect to
time and the new system has the benefit that the differential
reluctivity behaves as a bounded, positive function everywhere.
This has already been made use of, for example in [14].

The application of the hysteresis model to the MSFEM is
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Fig. 5. The state of the Preisach model at (H0, B0) and its change with
ascending and descending input H . Because B is given by the integral of the
distribution function underneath the staircase line, the derivative of B becomes
discontinuous every time the change in the area passes one of the original steps.

essentially identical to the nonlinear case. For the lowest order
MSFEM, only a single Preisach model has to be implemented
for each integration point, because then B is constant in iron on
each reference cell. For the higher order MSFEM, each point
in the reference cell CIP of each integration point, where the
field BIP is evaluated, is equipped with a separate Preisach
model and the averaged properties are again approximated
using numerical integration.

VI. NUMERICAL RESULTS

A real transformer with available measurement data is used
as a numerical example. Its outer radius is given as r2 = 30
mm, its inner radius as r1 = 24 mm and the total height is
h = 5 mm, see Fig. 1. It consists of 10 iron sheets, each 0.5
mm thick. In the available measurement data, the thickness
of the air gap is not specified. For the simulations an artificial
thickness of one percent of one iron sheet is chosen. The setup
consists of 75 primary windings and 81 secondary windings.

The experimental results were carried out on a ring core,
which was incorporated within a computer-aided setup in
acccordance with the international standard IEC 60404-6. The
ring core was characterized by using sinusoidal magnetic flux
density with a form-factor error of less than 1%.

The electric conductivity is given as σ = 2.06 · 106 S/m
in iron. To obtain a numerically stable problem, an artificial
conductivity of σ = 1 S/m is chosen in air. The electric
resistance is R = 86 mΩ. The magnetic permeability is µ = µ0

in air and chosen according to the respective model in iron.
The prescribed voltage is u(t) = Umax cos(2πft) with the peak
voltage Umax. Most of the presented results were calculated for
the frequency f = 50 Hz, with some comparisons to the case
f = 10 Hz being given.

Note that the problem was defined on the two-dimensional
domain Ω2D. The meshes used for the standard FEM reference
solution and the MSFEM solution are shown in Fig. 6. First
order finite elements were used in the calculations for the
MSFEM and third order finite elements for the reference
solution. The total number of degrees of freedom for the
MSFEM are 126 for the lowest order approach (8) and 189
with the inclusion of the third order term (11). In comparison,
the reference solution requires 29, 653 degrees of freedom.
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Fig. 6. The mesh for the reference solution (918 elements) and the multiscale
solution (6 elements).

The identified parameters for the Preisach distribution func-
tion (14), obtained by fitting the major hysteresis loop in the
least square sense, are listed in TABLE I. Note that the chosen
Preisach model is rate independent, but for each frequency a
different set of parameters was fitted to take account of the
rate dependent effects somehow.

TABLE I
PREISACH PARAMETERS

10 Hz 50 Hz

a -5.65895187e+01 -8.18773707e+01

b 3.52032590e+01 4.13538892e+01

K1 1.72599749e-02 2.00442033e-02

K2 2.07211005e-01 2.49345353e-01

e 1.32612003e+02 1.33306276e+02

f 3.48025117e-03 5.57513398e-03

In Fig. 7 the measured major hysteresis loop at 50 Hz is
compared to the one reconstructed by the Preisach model. It
can be seen, that the chosen distribution (14) gives a good
approximation of the measured major loop. For 10 Hz the
results are very similar.

The performance of the used methods is shown in Figs. 8
and 9, where an excitation frequency of 50 Hz is chosen and
an average flux density of 1.2 T is obtained. The measurement
data for the current is compared to the results of the simula-
tions, using the nonlinear B-H curve and the identified Preisach
model, respectively. It can be seen easily, that a hysteresis
model is required to obtain a good approximation, see Fig. 10.
The simple nonlinear method is only able to give a very rough
approximation of the real current. The ability of the MSFEM
method to approximate the reference solution on the other hand
does not seem to be influenced by the model used for the
nonlinearity. In Figs. 8, 9 and 10 the calculated currents are
virtually identical.



Fig. 7. Comparison of the measured major hysteresis loop and the approxi-
mation at 50 Hz.

Fig. 8. Comparion of the current I at a given voltage U for the measurement
data (m), the FEM reference solution (ref) and the multiscale solution (MS)
for an average flux density of 1.2 T, using the nonlinear B-H curve at 50 Hz.

This also holds true for an excitation frequency of 10 Hz, as
can be seen in Fig. 11. Here the differences to the measurement
data are more significant, but there is still a good agreement
between the simulated current and the measured one.

In the following, the difference between the reference solu-
tion and the MSFEM solution is analyzed in more detail.

Three metrics are used to measure this difference: The error
in the calculated current and the errors in the B and J field.
The latter are measured in the L2 norm evaluated on the
reference mesh. This is a much stricter, local measure of the
error than the current, which is a global property. To ensure
comparability of these properties and to prevent singularities
when the reference solution switches signs, all errors are given
as a percentage of the highest respective value of the reference
solution, e.g. for the J field we calculate in each time instant
t.

Fig. 9. Comparion of the current I at a given voltage U for the measurement
data (m), the FEM reference solution (ref) and the multiscale solution (MS)
for an average flux density of 1.2 T, using the Preisach model at 50 Hz.

Fig. 10. The error in the calculated currents relative to the attained maximum
current, comparing the nonlinear model (NL) and the Preisach model (P)
for both the reference solution (ref) and the multiscale solution (MS) for an
average flux density of 1.2 T and a frequency of 50 Hz.

errJ(t) =

√∫
Ω

(JMS(t)− Jref (t))2 dΩ

max
s∈[0,Tend]

√∫
Ω
Jref (s)2 dΩ

· 100%. (16)

The results are shown in Figs. 12 and 13.
It is clearly visible that the total current is approximated

better than the fields, with the error always staying below one
percent using the Preisach model and admitting some peaks
of about two percent in the nonlinear case. The J shows a
similar error pattern for both the nonlinear formulation and the
formulation including hysteresis and the B field is resolved a
bit better if there is no hysteresis. In both cases the error in
the B field varies strongly over each time period.

Note that (16) does not include the actual measurement
data. The plots in Figs. 12 and 13 demonstrate that the
material model does not significantly influence the ability of
the multiscale solution to approximate the reference solution.



Fig. 11. Comparion of the current I at a given voltage U for the measurement
data (m), the FEM reference solution (ref) and the multiscale solution (MS)
for an average flux density of 1.2 T, using the Preisach model at 10 Hz.

Fig. 12. The errors of the first order MSFEM solution to the reference solution
at an average flux density of 1.2 T, using the nonlinear B-H curve at 50 Hz.

As Fig. 8 shows, the error with respect to the measurement
data is strongly dependent on the chosen material model and
affects both the reference solution and the multiscale solution
equally.

Another way to measure the approximation quality is to
compare the calculated losses. Three different kinds of losses
are considered: The losses due to R

PR =
1

T

∫ T

0

∫
Ω

I(t)2RdΩ dt, (17)

the eddy current losses

PE =
1

T

∫ T

0

∫
Ω

σ
∂

∂t
A · ∂

∂t
A dΩ dt (18)

and the hysteresis losses PH , which in general are defined as
the area inside the traversed hysteresis loop. For the Preisach
model there exists a generalization which allows for the cal-
culation of losses even for not perfectly closed paths, see for
instance [15].

Fig. 13. The errors of the first order MSFEM solution to the reference solution
at an average flux density of 1.2 T, using the Preisach model at 50 Hz.

In Fig. 14 the errors in the calculated losses are visualized.
It can be seen that the MSFEM is able to correctly reproduce
each component of the total losses with a maximum error lower
than three percent.

Fig. 14. Errors of the total losses computed by the complex simulation and
the Preisach model compared to the reference solution over a range of average
flux densities at 50 Hz.

If only the total losses over one time period are of interest,
it is possible to run a simulation with a fictitious material (as
described for example in [16]) and calculate the losses in a
post processing step via the formula

P = k1fB
2
max + k2f

2B2
max (19)

with the parameters k1 and k2 being obtained by fitting
to measurement data. This approach is compared to the total
losses obtained by the Preisach model in Fig. 15 . It can be
seen that the accuracy of these two models is comparable, with
the Preisach model giving significantly better results for lower
flux densities. It should be noted that the simulation with the
fictitious material, while being computationally cheaper, does
not provide the development of the losses over time.



Fig. 15. Errors of the losses computed by the MSFEM solution compared to
the measurement data over a range of average flux densities at 50 Hz.

To increase the accuracy of the multiscale solution, one
could use the third order MSFEM (11) instead of the first order
method (8). In Fig. 16 a snapshot in time of the calculated J
and B field is shown for both the first and the third order
MSFEM and the reference solution of the problem including
the Preisach model. Note that all solutions are drawn on the
reference mesh.
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Fig. 16. Absolute value of the J (left) and B (right) field at t = 17.2ms
for (from top to bottom) the first order MSFEM, third order MSFEM and the
reference solution, using the Preisach model at 50 Hz and an average flux
density of 1.2 T.

There is a clear increase in quality when including the third

order terms. In the J field the boundary effects are much
better resolved and for the B field the higher order terms are
necessary to include the behavior of the solution inside an iron
sheet instead of giving only an estimation of the mean value.
To quantify this improvement, a range of average flux densities
is considered and for each the average errors over the entire
time interval are calculated. The results can be seen in Figs. 17
and 18.

Fig. 17. Average errors of the MSFEM solution compared to the reference
solution over a range of average flux densities using the nonlinear B-H curve
at 50 Hz, for both the 1st order and 3rd order MSFEM.

Fig. 18. Average errors of the MSFEM solution compared to the reference
solution over a range of average flux densities using the Preisach model at 50
Hz, for both the 1st order and 3rd order MSFEM.

The inclusion of the third order terms allows for a consistent
reduction of the relative error for all measured quantities,
which is greater in the case of a simple nonlinearity, but even
using hysteresis the errors are still decreased by a factor of
2. The figures also illustrate the error being smaller for low
flux densities, where saturation effects are not yet relevant and
the material behaves roughly as if it was linear. For the simple
nonlinear case a decrease of the error can be observed for high
average flux densities. This is due to the B−H curve giving a
very low µ in this range, resulting in a high penetration depth
and a solution that can be approximated well by the MSFEM.
When using a hysteresis model, the error becomes significantly
larger for high flux densities with a strong saturation effect,
compare [17].

In Figs. 19 and 20 the results of the same calculations for 10
Hz are presented. A comparison of Figs. 17 and 19 shows that



for low frequencies the first order MSFEM is already sufficient
to obtain nearly the same accuracy as the third order method for
50 Hz. This is, again, because of the higher penetration depth
in this setting which dampens the higher order components of
the solution.

Fig. 19. Average errors of the MSFEM solution compared to the reference
solution over a range of average flux densities using the nonlinear B-H curve
at 10 Hz, for both the 1st order and 3rd order MSFEM.

Fig. 20. Average errors of the MSFEM solution compared to the reference
solution over a range of average flux densities using the Preisach model at 10
Hz, for both the 1st order and 3rd order MSFEM.

In TABLE II the total computation times for both the
reference solution and the multiscale solution are compared.
Three full periods are simulated using one hundred time steps
per period. Third order finite element spaces are used for
each function. The results demonstrate a significant decrease
in computation time when using the multiscale method. Note
that the studied problem is very small, which allows for the
reference solution to be calculated in a feasible time. For a
higher number of iron sheets the reference solution would
require much more degrees of freedom, while the MSFEM
would not be affected significantly.

TABLE II
COMPUTATION TIMES

ref 1st order MSFEM 3rd order MSFEM

Nonlinear B-H curve 441.3 s 72.1 s 79.8 s

Preisach model 672.8 s 61.9 s 88.6 s

VII. CONCLUSION

The eddy current problem with circuit coupling has been
solved for a toroidal transformer, using the symmetry of
the domain to reduce the problem to two dimensions. The
numerical experiments demonstrate, that the MSFEM is able
to deliver reasonable results on a much coarser mesh com-
pared to standard FEM. The MSFEM has also been shown
to be compatible with the Preisach model, allowing for a
computationally cheap inclusion of hysteresis. In all numerical
examples the presented model shows an excellent accuracy in
approximating the reference solution. Most importantly, the
error of the MSFEM compared to the standard FEM is of
the same order of magnitude for each studied material model,
which is a strong indicator that the MSFEM is compatible with
a wide range of models.

VIII. ACKNOWLEDGMENT

This work was supported by the Austrian Science Fund
(FWF) under Project P 27028 and P 31926.

REFERENCES
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