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Abstract

This is a preliminary version of the lecture notes for the course Finite Element Methods
in Computational Fluid Dynamics and will be updated regularly. The notes are primarily
based on:

Lecture notes on Numerical Methods for PDEs (J. Schéberl, TU Wien)

Lecture notes on Special Topics in the Finite Element Method (R. Stenberg, Aalto
University)

Boock Chapter: Finite Element Methods for the Incompressible Navier-Stokes Equa-
tions (R. Rannacher, Springer)

Book: Finite Element Methods for Flow Problems (J. Donea and A. Huerta, Wiley)

Book: Finite Element Methods for Incompressible Flow Problems (V. John, Springer)
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1 The equations of fluid motion

This chapter is devoted to the basic principles of fluid mechanics and the derivation of the
governing equations. We follow the same ideas as provided in standard literature on fluid
dynamics, see [38, 5, 42, 2].

In the following we consider an Euclidean space with the independent three-dimensional
variable © = (1, z2,z3) and assume that the time ¢ proceeds independently. Using the
unit vectors eq, e and ez along the x1, x2 and z3 axes, respectively, we define the vector
velocity field by

U = ujel + ugey + uges,

with the scalar-valued components u; = uy(z1, z2, z3,t), u2 = ug(x1,x2,x3,t) and us =
us(z1, x2, x3,t). Similarly, the scalar density field and the scalar pressure is given by p :=
p(x1, e, x3,t) and p := p(z1,x2,z3,t). We speak of a two-dimensional flow field, when
the fluid motion is restricted to parallel planes. In this case the the velocity component,
which is perpendicular to the plane is equal to zero at each point. Further, the flow is
independent of deformations that are parallel to the flow. In this work a two dimensional
flow is always considered in the z1-z2 plane, thus the velocity field is given by u := uje; +
uges. Note that in order to speak of the above defined physical quantities we assumed that
the continuum assumption holds true. This means that the physical quantities of interest
of the liquid contained in a given small volume are imagined to be uniformly distributed
over that volume. We can then also talk about fluid particles at a specific point, when we
keep in mind that this particle is actually sufficiently large to contain enough molecules of
the liquid such that an averaging, for example of the velocity, makes sense.

For the derivation of the governing equations of fluid mechanics we are using the con-
cept of (finite) control volumes and their associated control surfaces. The main purpose of
using a control volume is to focus the attention on physical events and quantities only in a
small region and its boundary in order to be able to keep track of all effects. We can dis-
tinguish between two different types. A fixed control volume is specified by a given (fixed)
location in space, thus the fluid passes into and out off the volume through the surface.
The second type is called a material control volume. The idea is that the control volume is



1 The equations of fluid motion

moving with the liquid such that the fluid particles stay inside and do not pass the surface.
This leads to two different aspects. A Lagrangian viewpoint focuses on the flow of fluid
particles. Each particle is identified by its initial position at a specific given (start) time.
When time passes all particles move and change their position. This position (trajectory)
now is a function that depends on the original location and the time. Similarly, all other
physical quantities only depend on the initial position and time, thus refer to one specific
fluid particle. In contrast to this, the Eulerian viewpoint deals with fixed points in space. At
a given time we can evaluate physical quantities at each point to retrieve local information
on the fluid. In this work we always use the Eulerian viewpoint. The close relation of the
two different viewpoints is given by the substantial derivative
D 0

which can be interpreted as the time rate of change following a fluid particle. It consists of
the local time derivative at a fixed point /0t and the convective derivative (u - V), which
describes the time rate of change induced by the movement of the particle. Using the
substantial derivative, also often called material derivative, we can also present the well-
known Reynolds transport theorem which gives the relation of the time derivative of an
integral over an materical control volume w(t)

d/ f(x,t)d:z::/ de+/ f(z,t)v-nds, (1.2)
dt Jo ) w=w(t) Ot Bw=dw(t)

where the f(xz,t) is a smooth function (we explicitly included the dependency on x and ¢
here to make things more readable). Note, that the integrals on the right side are con-
sidered on the fixed domain w which consides with the moving control volume w(t) at the
considered instant, ¢, in time.

1.1 Fundamental laws

1.1.1 The continuity equation

The fundamental physical principle that we consider in the following is the conservation of
mass. To this end, let w be an arbitrary fixed control volume, hence we assume that it is
not moving with the flow. The principle of mass conservation then reads as

Mass flow through the surface dw = time rate of decrease of mass inside w (1.3)
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In the following we translate (1.3) into an explicit equation including functions and vari-
ables. We first deal with the left hand side of this equation. The mass that is transported
through an infinitesimal small surface area is given by the density times the size of this
area times the velocity that is perpendicular to the surface. Thus, we have, using the
Gaussian theorem,

Netto mass flow through the surface dw := /

pu-nds = / div(pu) dx .
Ow w

The right hand side of (1.3) is given by the negative derivation with respect to time of the
mass inside of w, thus

. oo 0
time rate of decrease of mass inside w := T / pdx.

Note that the control volume is fixed in time, allowing us to change the order of integration

and differentiation. Combining the last two results then leads to

dp .. _
/w Fn + div(pu)dx = 0.

Taking into account that the control volume w was arbitrary, the equation inside the integral
has to be fulfilled at each point and so we finally derive the continuity equation given by

Op | . B
N + div(pu) = 0. (1.4)

This means that the time rate of change at a specific point equals the negative netto flow
of the mass out of an infinitesimal small volume area (a fluid particle).

Note, that the continuity equation in integral form can also be derived by simply using
the Reynolds transport theorem where f = p. The principle of conservations of mass on
a time dependent domain w(t) then simply states that

d
== d
0 dt /w(t) p x7

hence with (1.2), we also get

d dp Op .
0=— pdx:/ d$—|—/ p-nds:/ — 4+ div(pu) dz.
dt Jo ) w=w(t) O Bw=du(t) w=w(t) O
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1.1.2 The momentum equation

The momentum equation, which is based on Newton’s second law, relates the time rate
of change of the momentum of a particle to the force acting on it. For the derivation we
choose a material control volume w(t), which is moving with the flow. Then we have

time rate of change of momentum of w(t¢) = netto forces acting on w(t). (1.5)

For the computation of the momentum we first focus on the physical effects in the ;-
direction. The product pu; is equivalent to the momentum in the direction of e; per unit
volume,

. . o d
time rate of change of momentum in z;-direction of w(t) = dt/ puy dz .
w(t)

Using Reynolds transport theorem and the Gaussian theorem on the appearing surface
integral, we can further write

d o 9 |
at o0 puydx = /w(t) a(ﬂul) dx +/aw(t) (pur)u -nds = /w(t) a(pul) + div(puju) dz,

hence with the matrix [pu ® u);; = pu;u; and applying the same steps for the other spatial
directions we get in total

d

dt J,,

pudr = / g(pu) + div(pu @ u) dx .
® w(t) Ot

For the right hand side of (1.5) we first consider a volume force f and a surface force s.
Thus, again restricting on the z;-direction, we have

Forces in z;-direction acting on w(t) = / pf1dx +/ s1ds.
w(t) Ow(t)

Note that there is no density included for the boundary forces as the infinitesimal small
areas contain no mass. Thus, with f = (f1, f2, f3) and s = (s1, s2, s3), in total we have

/ g(pu)eriv(pu@u) dx:/ pfd:ch/ sds. (1.6)
w(t) O w(t) Bus(t)

Following for example [38, chapter 5.4], one relates the appearing forces on the boundary
with the Cauchy stress tensor o such that s = on. Applying the Gaussian theorem for the
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right integral on the left side, equation (1.6) can be written as
0 . .
/ —(pu) + div(pu @ u) dx = / pf dx—l—/ div(o)dx.
w(t) O w(t) w(t)

and since the control volume was arbitrary we get the differential form the momentum
equation

%(pu} +div(pu @ u — o) = pf. (1.7)

1.1.3 The energy equation

Again we choose a material control volume w(t) and consider the energy balance of the
fluid. Let E denote the total energy per unit mass and let e be the inner energy per unit
mass, i.e. we have the relation £ = e + 1/2u?. The first law of thermodynamics now
states, that the temporal change of the total energy is balanced by the work produced by
the fluid and external forces and the flow of heat across the boundary. First, as before,
the Reynolds transport theorem allows to reformulate the temporal variation of the total
energy in w(t) as

d J(pE) .
— Edr = ——= +div(pFu) dzx.
o /w(t)p x /w(t) T +div(pFu) dx

For a given volume function f (see section above), the work produced in the interior and
on the surface is given by the integrals

/ pf-udx, and (ou) -nds :/ div(ou) dz .
w(t) Ow(t) w(t)

Next, let ® be a given function that describes the changes of the internal energy. Then,
the heat flow across the boundary, can be written as

/ @-ndx:/ div(®) dx .
Ow(t) w(t)

The corresponding constitutive law for ® will be given in the next section. Hence, in total
we get

/ ) + div(pEu) dz —/ of - udx—i—/ div(ou) dx—i—/ div(®)dz, (1.8)
wity Ot w(t) w(t) Bus(t)
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of in differential form

a(gtE) +div(pEu) = pf - u+ div(ou) + div(P).

1.1.4 Constitutive laws and equation of state

The above derived equations for the conservation of mass, momentum and energy must
be closed by several constitutive laws. The first equation is call Newton’s viscosity law
(hence we assume a Newtonian fluid) and is given by the following conditions:

1. The stress tensor ¢ depends only on the gradient of the velocity Vu. Further, this
dependence is linear.

2. The stress tensor o is symmetric (conservation of angular momentum).

3. In the absence of internal friction (inviscid flows), the stress tensor o is diagonal and
proportional to the pressure (this shows that the boundary forces in the momentum
equation are only applied in normal direction).

Above assumptions give the relation
. 1
o =2pue(u) + Adiv(u)I — pI, with e(u) = i(Vu + Vaul).

Here 1 is called the dynamic viscosity and A the volume viscosity. These two coefficients
are related by the definition of the bulk viscosity up = X + 2/3p, which in general is
negligible (Stokes hypothesis) except in the study of the structure of (for example) shock
waves. In this work we will always consider the case ;. = 0. At several points the stress
tensor might also be written in the more compact form ¢ = 7 — pl with the viscous stress
tensor

T = p(2e(u) — ;div(u)l).

Next, we apply Fourier’s law that states, that ¢ is proportional to the variations of the
internal energy, i.e. we have

d = kVT,

where £ is the coefficient of thermal conductivity.
Finally, to close the system of equations, it is necessary to present an equation of state,
thus give a relation between the thermodynamic variables p, p, T' and the energy e. In the
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case of a perfect gas we have the well known equation p = pRT, where R is the gas
constant per unit mass. In this work we will assume that the gas (or fluid) is given as a
calorically perfect gas, i.e. we assume that the specific heat at constant volume ¢,, and
the specific heat at constant pressure ¢, are constant. With the ratio of the specific heats
given by v we then have the relations

Cp R YR

e=cT, vy=—, c=——7, ¢p=—"-7
Cy v—1

thus, the equation of state can also be written as

p=(y—1)pe and T =

or with the total energy also

_pr
p(y—1)

1
E= —u?,
+2u

1.1.5 The compressible Navier-Stokes equations

When we gather all the above equations and close them with the constitutive laws and the
equation of state, we obtain the compressible Navier-Stokes equations given by

gf +div(pu) =0, (1.9a)
a(;f + div(pu @ u) — div(p(2e(u) — ;div(u)l)) L Vp=pf, (1.9b)

a(gtE) + div(pEu) — div(p(2e(u) — gdiv(u)l)u) + div(pu) — div(kVT) = pf -u, (1.9¢)

with
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1.1.6 The Euler equations

In the inviscid case, thus in the limit of vanishing viscosity A = u = 0, the compressible
Navier-Stokes equation reduce to the so called Euler equations given by

dp | . B
g T divieu) =0, (1.10a)
§+div(pu®u)+vp:pf’ (1.10b)
8(525) +div((pE + p)u) — div(kVT) = pf - u, (1.100)
with
p:p(paT)7 and FE = p +1U2
ply—1) 2

1.1.7 The incompressible Navier-Stokes and Stokes equations

In the following we derive several sets of equations that consider the incompressible case,
thus we assume a constant density in space and time. To this end we define the kinematic
viscosity by v = 11/p and replace the pressure p by the scaled pressure p/p. For simplicity
we will still use the notation p for the pressure. Note, that the conservation of mass now
simplifies to div(u) = 0, and thus we also have the simplified relation of the viscous stress
tensor

diviu) =0 = 7 =2ue(u).

Finally, since the equation of the conservation of energy now decouples from the other
equations we get the instationary incompressible Navier-Stokes equations given by

div(u) =0, (1.11a)

% +div(u ®@ u) — 2vdiv(e(u)) + Vp = f. (1.11b)

In several textbooks, this set of equations is often further simplified by using the identity

2vdiv(e(u)) = v (Au+ Vdiv(u)) = vAu,



1 The equations of fluid motion

which then gives

div(u) =0, (1.12a)

%—I—div(u@u) —vA(u)+ Vp = f. (1.12b)

Note however, that the above identity assumes a smooth enough (regular) velocity solution
such that the order of differentiation can be changed. Thus, in the context of variational
formulations and their discretization, one has to be very careful and maybe needs to deal
with the more challenging setting where we consider the symmetric gradient e(u).

As a next step of simplification we now consider the case of a stationary flow, i.e. we
consider a flow that does not change in time. Then we get the stationary incompressible
Navier Stokes equations given by

div(u) =0, (1.13a)
div(u @ u) — 2vdiv(e(u)) + Vp = f. (1.13b)

In order to derive the last simplification we first introduce an important characteristic
quantity of fluid dynamics called the Reynolds number given by
L
Re := Uf, (1.14)

v

where U and L are characteristic length and velocity scales. The Reynolds number is
important as it can be interpreted as the ratio between inertia and viscous forces. If we
fix the reference variables U and L to be for example O(1), then a high Reynolds number
corresponds to a very small viscosity, i.e. the friction between fluid particles is small and
the acceleration initiated by inertia forces dominates. However, in a flow characterized
by a small Reynolds number, the viscous effects are crucial. Such flows are often called
creeping flows and are of practical importance. This has a great impact on the governing
equations of fluid motion. Using a dimension analysis for the case when Re — 0 shows
that the nonlinear term in (1.13) vanishes, thus div(u ® u) — 0. The resulting set of partial
differential equations is called the Stfokes equations given by

—2vdiv(e(u)) + Vp = f,

1.15
div(u) = 0. ( )

These equations are of great interest as they fit into the mathematical concept of a saddle
point problem. Although the full nonlinear setting of the incompressible Navier-Stokes
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equations is generally applied, a proper (numerical) treatment of (1.15) is essential since
for example a lot of solving routines for the nonlinear system are based on iterations relying
on the solution of (1.15).

1.1.8 Boundary and initial conditions

In order to solve the systems of partial differential equations introduced above, we might
need suitable boundary and initial conditions. In particular, equations (1.11), (1.12), (1.9)
and (1.10) demand an initial condition for the velocity v and the temperature T'. Further,
the last two demand also an initial condition for the density p. Since the energy equation
is decoupled in the incompressible case, the initial condition for the temperature might be
neglected (if one is not interested in the evolution of the temperature).

Beside the Euler equations, all other sets of equations (1.11), (1.12) and the stationary
cases (1.13) and (2.6), further include a second order differential operator acting on the
velocity u which allows (and demands) to prescribe boundary conditions. In a first step we
consider the case where the fluid comes in contact with a wall. Since no velocity is going
to pass through the wall in normal direction, we impose the condition

wn = Uy e n, (1.16)

where uy is the prescribed velocity of the wall. Note that in the unsteady case the bound-
ary velocity might also depend on the time. This condition only acts on the normal compo-
nent of the velocity, but has no impact on the tangential velocity. This is mainly due to the
different physical effects that appear close to the wall. In history, there are several differ-
ent approaches on how to deal with the tangential components of the velocity. In this work
we mainly discuss the case of the so called no-slip condition that is commonly accepted.
The idea is that the viscous effects close to the wall create a force that adhere the fluid
particles and the wall together which, similar to the normal component, reads as

u—(u-n)n=u— (uy-n)n. (1.17)

For a detailed discussion we refer to [38, chapter 6.4]. These two conditions together are
called Dirichlet conditions.

The second type is called a Neumann boundary condition and induces a certain value
for the stress tensor o on (a part of) the boundary. Similar as in the derivation of the
conservation of momentum, we can only prescribe the forces in normal direction, i.e.

on = (1 —idp)n = g, (1.18)

10
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with an given (vector valued) force g. An example of a Neumann condition is given by a
flow through a pipe where you (want to) impose no forces (¢ = 0) on the outlet. This is
also often call a do nothing boundary condition. For more details we refer to [21].

Finally we also want to mention the more general (Robin type) boundary conditions
given by

vnu-n—F(l—'yn)nTan:gn, (1.19)
Ye(u— (u-n)n) + (1 —y)(on — (n"on)n) = g, (1.20)

with some given functions g¢,, and ¢g; and some fixed values ~,,~; € [0, 1]. The case ~, =
~v¢ = 1 corresponds to the above discussed no-slip case, whereas the case v, = 1, =0
corresponds to so called slip conditions.

Beside the boundary conditions for the velocity, the compressible Navier-Stokes equa-
tions (1.11) also allow to prescribe a boundary conditions for the temperature. Similarly
as before, one can define Dirichlet, Neumann or Robin type boundary conditions.

11



2 The Stokes equations - Theory of mixed
finite elements

2.1 Basic notation and fundamentals

In the following, we introduce the notation and establish properties of certain Sobolev
spaces that we use throughout this work. For a more detailed discussion on this topic we
refer to [1, 35, 8] and [16]. First, we introduce the notation A ~ B to indicate that there
exists constants ¢,C > 0 independent of the mesh size h (as defined later) and other
problem parameters like the viscosity v such that cA < B < CA. We alsouse A < B
when there exists a C' > 0 independent of ~ and v such that A < C'B. In a similar manner
we also define the symbol >.

For the rest of the work let Q c R?, d = 2 or 3, be an open bounded subset such that
the boundary I := 092 is smooth, i.e. T € C°,

Let C¥(©2,R) be the function space consisting of real-valued k-times continuously dif-
ferentiable functions on Q. Then we define D(Q,R) := C§°(2,R) as the set of infinitely
differentiable, compactly supported, real-valued functions on 2 and denote by D’(Q2) the
space of distributions. To inidicate vector and matrix-valued functions we include the range
in the notation, thus D(Q, RY) := {¢ : @ — R? with ¢; € D(Q,R)} and D(Q,R¥*9) := {¢ :
Q — R4 with ¢;; € D(Q,R)} indicate vector and matrix-valued infinitely differentiable,
compactly supported, real-valued functions, respectively. This notation is extended to
other functions spaces as needed. Whereas

L*(Q,R) := {f:/ﬂf\?dx < oo} (2.1)

denotes the space of square integrable functions with the inner product and the norm
(fag)LQ(Q) = Afgdx7 HfH%Q(Q) = (f7 f)LQ(Q)7 Vf,g € LQ(Q>7 (22)

the spaces L?(92,RY) and L%(Q, R?*?) denote its vector and matrix-valued versions. At
several points in the later chapters we make use of the local L?-norm defined on subsets

12
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w C . For a better readability we introduce the following notation

I Moo =11 22 () -

Certain differential operators have different definitions depending on the context. We
define the “curl” operator by

curl(¢) = (—da¢, 010) T, for ¢ € D'(Q,R) and d = 2,
curl(¢) = —Oa¢y + 01, for ¢ € D'(Q,R?) and d = 2,
curl(¢) = (o3 — D32, D31 — 01993, 012 — Dagh1) ™ for ¢ € D'(Q,R?) and d = 3,

where ()T denotes the transpose and o; abbreviates 9/9;. Similarly, V¢ has differ-
ent meanings depending on the context and results either in a vector [V¢|; = 0;¢ for
¢ € D'(,R) or in a matrix [V¢|;; = 0;¢; for ¢ € D'(Q,R?). Finally, we denote by
div(¢) = Z?:1 0i¢; the standard divergence operator for ¢ € D'(2, R?) and by [div(¢)]; =
Zle di¢j; the vector-valued divergence operator applied to ¢ € D'(Q, R4*4).

Let d := d(d — 1)/2 (such that d = 1 and d = 3 for d = 2 and d = 3, respectively). The
standard Sobolev spaces are denoted by

HY(Q,R) := {u € L*(QR) : |V 2(q) < o0},
HY(Q,RY) := {u € L*(Q,RY) : |Vul|12(q) < oo},
H(div, Q) := {u € L*(Q,R?) : || div(u )||L2 ) < 0o},
H(curl,Q) := {u € L*(Q,RY) : | curl(u M2 < oo},
with the associated norms given by || - || 1), || - |z aiv.0) @0 || - || (curle)» respectively.

Note that we will not distinguish between the dimension of the ordinary Sobolev space in
the definition of the norm, thus we use || - || y1(q) as the symbol for the norm on H' (2, R)
and H'(Q,R%). In the same fashion we also denote the seminorms by | - |1y, | - |H(div,0)

and | - | gcurt,)- SObolEv spaces with higher regularity are similarly given by
H™QLR) == {u € LAQR) : |[V"u| 120y < oo},
H™(Q,R) = {u € L}(Q,RY): vauuLzm) < oo},
H™(div, Q) := {u € H™(Q,R?) : || div(u)| r2(q) < 0o},
H™(curl, Q) := {u € H™(Q,R%) : || curl(u M2 < oo},
and we use the notation || - ||gm ), || - [|7mdiv,0) @4 || - | 5m e, fOr the corresponding

norms. Note that the Sobolev spaces above can also be defined as the closure of C>°(Q, -)

13
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(for sufficiently smooth boundaries) with the according norms, see for example in [23] for
spaces with more regularity and for the standard spaces [18, 20, 16]. The equivalence of
those definitions is not trivial and goes back to the famous theorem of N. Meyers and J.
Serrin, see [34]. A detailed proof can also be found in the book [14, 1].

We continue with the definition of appropriate Sobolev spaces on the boundary. Using
the notations from above the space of square integrable functions on the boundary T is
denoted by L?(I',R). Now let n denote the outward unit normal on €2, then we introduce
the following trace operators for smooth functions

v¢ = @|r Vo € CHQR), o :=¢|r n V¢ € C1(Q,RY),
¢ = ¢lr x n Vo € CHQRY), mo = (¢|r — (r -n)n) V¢ € C'(QRY),
Yn® = W (Frn)|r Vo € CHQRPXY), ¢ := m(8lrn) Vo € C1(Q,RY).

Note that in three dimensions there holds ¢ = n x (¢ x n)|r and that in two dimensions

~: does not exist. For the ease of notation we omit the symbols of the corresponding trace

operator if it is clear from the context, e.g. where ¢,,, ¢; represent the normal part and the

tangential projection (with respect to ;) of a vector-valued function. Similarly, ¢,,,, and ¢+

are the normal-normal and the normal-tangential projection of a matrix-valued function.
Next, recall that  can be extended to the Sobolev space H!(Q2, R) such that

v: HY(Q,R) » HY*(,R),

is a linear, continuous and surjective operator. Here, H1/2(F,R), denotes the standard
trace space of H!'. Next, let I'; C T be an arbitrary subset, then we define the closed
subspaces with vanishing trace

HYOR) :={uc H'(QR) : u =0 on 9Q},

H&Fi(Q,R) = {u e H'(Q,R) : u =0 on II';},
and similarly the vector-valued versions Hg (2, R%) and H{ . (2, R?). For the definition of
further trace operators we first need some dual spaces. We use the superscript * in the
case of a Hilbert space, whereas the dual spaces of the above defined Sobolev spaces

are simply defined using the well known notation with negative indices. Thus we have for
example

H™Y(Q,R) := [Hg(Q,R)]* and H:'(Q,R) := [Hyp,(Q,R)]",

14



2 The Stokes equations - Theory of mixed finite elements

and similarly on the boundary
H™Y(,R) := [HY*(I,R)]".

Further we introduce the following notation: the action of a continuous linear functional f
on an element g belonging to a topological space X is denoted by (f,g)x. We omit the
subscript in (-, -) when it is obvious from the context. For the Soblev space H (div, ) the
appropriate trace operator is given by -, such that

Y+ H(div, Q) = H™Y?(I,R),

is a linear, continuous and surjective operator. We define the closed subspaces with
vanishing normal trace

Hy(div, Q) := {u € H(div,Q) : (u-n,¢) =0V¢ € H(Q,R)},

Hor,(div,Q) := {u € H(div,Q) : (u-n,¢) =0Ve € H&F\E(Q,R)}.
Finally, the operators ~; and m; can be extended to H(curl, 2) such that they are linear,
continuous and surjective with respect to appropriate trace spaces. Since their construc-
tion demands a lot of notation they are neglected for now and will be introduced if neces-
sary.

Finally, similarly to the differential operators above, we define the operator skw- depend-
ing on the context. To this end let ¢ € D'(Q, R) and ¢ € D'(2,R?) then we have

0 —é 0 3 —io
skwop = <¢ 0 > , and skwiyp=|—13 0 U1
Y2 =1 0

For matrix valued functions ¢ € D’(2, R%*4) we simply set skw¢ := 3¢ — ¢T.
We conclude this section by introducing some important inequalities.

Theorem 1 (Inverse inequality for polynomials). Letw C R? and let p;, € P¥(w,R). There
holds the inverse inequality

k

prllow S —F—=llpnllw-

Theorem 2 (Cauchy Schwarz inequality). Let V' be an inner product space, and let f, g €

15
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V. There holds

[(F vl <[l fllvliglyv

Theorem 3 (Youngs inequality). There holds the arithmetic-geometric-mean ineqaulity
€9 1.
lab] < —a* 4+ —b° a,beR,e >0,
2 2e
or as we will often use

1
—|ab| > —§a2 — 52t abeRe>0.

Theorem 4 (Poincaré inequality). Let Q ¢ R¢, d = 2 or 3, be an arbitrary bounded and
connected Lipschitz domain with diam(Q) = 1. For a function u € H'(Q) there holds

2
HUH%H(Q) <cp (’uﬁ{l(ﬂ) + (/Qudaz) > ,

where c,, only depends on the shape of 2.

Theorem 5 (Friedrichs inequality). Let @ c RY, d = 2 or 3, be an arbitrary bounded
and connected Lipschitz domain with diam(Q2) = 1. LetIp C 99 be of positive measure
|Ip| > 0. There holds

[ull (o) < crlulpqy Vu € Hyp, (),

where cr only depends on the shape of (2.

Theorem 6 (Korn inequality). Let @ ¢ R? d = 2 or 3, be an arbitrary bounded and
connected Lipschitz domain. Foru € H'(Q,RY) there holds

le(u) 1z + llullz2 () > cellulltn @),
@ ) )

where the constant c;, depends on the domain 2. Now letTp C 0X2 be of positive measure
Ib| >0, and letu € Hj 1, (2, RY), then

le()1Z20) = erll Vullz2(q)-
@) )

Proof. For a detailed proof for a smooth boundary we refer to chapter 3.3 in [11], and for
non-smooth boundaries see [9]. O
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2 The Stokes equations - Theory of mixed finite elements

2.2 Preliminaries and notation for finite element methods

We start with the introduction of several preliminaries that we shall use within this work.
Given a domain © ¢ R¢ with d = 2 or 3 with a Lipschitz boundary, let 7;, be a partition of
into triangles and tetrahedrons in two and three dimensions, respectively. Throughout this
work we assume that the triangulation 7, is

» shape regular: There exists a constant ¢; > 0 such that

diam(T)?
P A f 117
erea%f 7] <c¢g fora € Th,

and

* quasi-uniform: There exists a constant ¢, > 0 such that
diam(T") > ¢;h for all T € Tp,

where h := max diam(7).
TeT,

For a given element T' € 7, we denote by V,(T) the set of vertices of the element T,
and by F(T') the set of faces, so the d — 1 subsimplices, of the element T'. In a similar
manner we then denote by F;, the set of all element interfaces and boundaries of the given
triangulation 7,. This set can further be split into two parts. The first part is denoted by
F£ and is given by all facets that lie on the boundary of the domain, thus 7 := {F €
Fn : FNT # 0}. The second part, denoted by Fi", contains all facets that are in the
interior of the domain, thus Fi" = 7, \ 7. Finally, we denote by V), the set of the nodes
of the triangulation 7, which we split as before into nodes on the boundary V,?X‘ and nodes
in the interior VI,

With a slight abuse of notation, we use the same symbol » for the outward unit normal
vector on each element boundary 0T and for the normal vector defined on the boundary T'.
Then, the corresponding normal and tangential traces of smooth vector-valued functions,
and the normal-normal and normal-tangential traces of smooth matrix-valued functions on
element boundaries and facets are equivalently defined as in section 2.1.

At several points in the definition of the finite elements and also in the numerical analysis
we make use of a mapping from a physical element T" € 7; to a so called reference

17



2 The Stokes equations - Theory of mixed finite elements

element denoted by T. To this end we define

:{(:cl,xg)ER2:0§x1,:p2 and x1 + x9 < 1} for d=2,

Ny M)

:{(ml,:vg,xg)ER3:0§:L‘1,:1:2,x3 and 1 + xo + x3 < 1} for d=3.

Although one could define a different reference element, it is important that the diameter
is approximately one, thus diam(f) = O(1). On these reference elements we denote the
vertices by

Vo:=(0,0), Vi:=(1,0), Vz:=(0,1),
and
Vo :=(0,0,0), Vi:=(1,0,0), Va:=(0,1,0), Vs:=(0,0,1),

for two and three dimensions, respectively. Next, we further define the follwoing reference
faces and the associated normal and tangential vectors. In two dimensions we have

F() = {(1‘1,1‘2) € R2:0 <z, < 1,21+ 220 = 1},
Fy = {(0,25) e R2: 0 < 29 < 1},
Fy:={(21,0) e R?: 0 < 23 <1},

with

(1L, DY, Ay o= (-1,00%, Ay :=(0,-1)T,

S-Sl

(-1, 1), &= (0,-1)T, & :=(1,0)7T.

For the three dimensional case we have

13' = {(z1, 22, 23) € R3:0<xz,29,23 <1,21 4+ 22+ 23 = 1},
Fr = {(0, Tg,x3) € R3: 0 < 29,23 < 1, 0<zy+ax3 <1},

F = {(z1,0,23) ER?: 0 < 1,23 < 1,0 < 1 + 23 < 1},

By = {(x1,22,0) e R2: 0 <y, 20 < 1,0 < 1 + w9 < 1},

18



2 The Stokes equations - Theory of mixed finite elements

J)24

Figure 2.1: The reference element 7" and the corresponding normal and tangential vectors
in two dimensions (left) and in three dimensions (right).

with
1 R 1 R 1
i = —=(1,1, 1), fo1 = —=(-1,1,0)", fo2 = —=(0,1,-1)",
0 3( ) 01 2( ) 02 \/Q( )
fp = (=1,0,0)T, &1 :=(0,-1,0)%, t12 := (0,0, -1,
fig = (0,—1,0)", 91 :=(1,0,0)", tas = (0,0, -1)7,
iz = (0,0,—1)T, i3 :=(1,0,0)T, f39 := (0,—1,0)".

In figure 2.1 we illustrated the reference elements in both dimensions.

By the definition of the reference element we are now able to define the associated ele-
ment mappings. For an arbitrary element T" € T, let ¢ : T — T be an affine homeomor-
phism, with the Jacobi matrix denoted by Fr := ¢/.. As we assumed that the triangulation
Ty is shape regular and quasi-uniform we have

Frllw~h and ||[Frlleo~h™! and |det(Fr)| ~ b (2.3)
T

Similarly, we can restrict the mapping ¢r to a reference face F' e ]-‘h(f) and reference
edge F C OF (in three dimensions) whose gradients are then denoted by Ff := (or]p)
and EF := (¢r|z)’. Using these quantities the unit normals and tangents of the reference
element and its mapped configurations on the physical element T are related by

B det(FT)

S el VA Frt, 24
"7 det(FE) T 24)

—Ta -
FT n and t—m
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2 The Stokes equations - Theory of mixed finite elements

where in two dimensions we have to replace FF by Ff.

We continue with the definition of polynomial spaces. For a given element T' € 7,
we denote by P*(T') the space of polynomials defined on T' whose total order is less or
equal k. Again, we use the same notation as for function spaces for non scalar-valued
polynomial spaces, e.g. where P*(T, R?) denotes the space of vector-valued polynomials,
we use P*(T,R%*) for the space of matrix-valued polynomials. Using these notations we
further define polynomials on the triangulation by

PH(Th R) := [] PH(T.R),
TET,

and similarly P*(7;,R9) and P*(T;,R%*4). Beside this we make use of homogeneous
polynomials denoted by P¥__ (75, R) and the space of matrix-valued skew symmetric poly-
nomials defined by

Pl (Ths R) := {n € P*(Th, R™Y) - (+")|r = 0 on all T € T}
Finally, we introduce the space of rigid displacements by

RM(7;) := {a+ Bz : a € P)(T,R%), B € P (T, R>*9)}. (2.5)

At several points in the analysis we make use of polynomials defined in the tangent
plane of a face of a given element T'. To this end let F' € F(T), then with a slight abuse
of notation we do not distinguish between the tangent plane parallel to the facet F' and
the isomorphic RY~! and write instead P*(F,R¢~1). Note that for example the tangential
projection of a polynomial p € P*(T, R?) is in this space, thus p; € P*(F,RI1).

With respect to a triangulation we introduce for each element 7" € 7;, the local element-
wise L2-projection on polynomials of order k by I1%. Note that we do not distinguish
between scalar-, vector- or matrix-valued functions, but always use the same symbol.
Following the notations from above the corresponding global L2-projection onto the space
P¥(T5) is given by TI%. . Similarly, on each facet F € F;, let IT}, denote the L?-projection
onto the space of polynomials of order k£ on F. Again, we use the same symbols for
projections with different ranges. For example, the projection into the tangent plane of F'is
also given by I1%, i.e., with the notation from above we have for any vector-valued function
v € L?(F,R%1) that the projection IT5v € PF(F,RI-1) satisfies (ITkv, ¢)r = (v, q)r for all
q € PF(F,RI1),
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2 The Stokes equations - Theory of mixed finite elements

Similarly, we also define function spaces with respect to the triangulation 7, e.g.
H™(Th,R) := {u € L*(Q,R) : u|r € H™(T,R) for all T € T},

denotes the broken Sobolev space of order m. Note that we use the same symbols for
a broken differential operator applied on each element for functions in a broken Sobolev
space and the continuous operator applied on functions in the corresponding standard
Sobolev space, e.g. we write (Vu)|r = V(ulr) for functions u € H (T3, R).

Now let I, 1y be the index set of the vertices V;,(T'), then we use the standard notation
for the barycentric coordinate functions given by );, thus we have

Ai € PHT,R) such that  Ai(V;) =8 Vi,j € Iy, (1),

where §;; is the Kronecker delta.

2.3 The variational formulation of the Stokes equations

Before we can deal with the time dependent non-linear versions of the fluid equations we
have to develop some basics knowledge of the Stokes equations and its descretization
techniques. For the ease we only consider the case of homogenoues Dirichlet boundary
condition, i.e. we have the problem: Find u, p such that

—vdiv(e(u)) +Vp = f,

2.6
div(u) = 0. =9

Note, that for simplicity we neglect the scaling of the viscosity with the constant 2 in this
section. In a first step we are going to prove that the Stokes equations have an unique
solution (if it exists). To this end we need to take a closer look onto the kernel of the
symmetric gradient.

Theorem 7. The strain T = =(u) vanishes if and only if the velocity is a rigid body motion,
i.e. ford = 3 we have

e(u)y =0 u(x)=a+bxuz

where a,b € R? and for d = 2 we have

e(u)=0<u(zr)=a+b <_I2) ,

z1
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2 The Stokes equations - Theory of mixed finite elements

witha € R andb € R.

Note, that the term “rigid body motion” is motivated from the theory of elasticity. For
the Stokes equations, a rigid body motion equals a flow where the velocity of every fluid
particle is a linear combination of a constant velocity and a constant rotation. Obviously,
this induced no diffusive forces and the strain vanishes. Understanding the kernel, we can
now proof the following uniqueness result

Theorem 8. Assuming enough regularity, the Stokes problem (2.6) has an, up to an addi-
tive constant pressure, unique solution.

Proof. Since the Stokes equations are a linear problem, we have to show that if the right
hand side vanishes f = 0, the solution is given by u = 0 and p = ¢, with ¢ € R. In a first
step we multiply the first equation with the exact solution u, integrate over the domain €2,
and apply integration by parts. This gives

O:/Qus(u):V(u)dx—/ﬁpdiv(u)dx.

Due to the incompressibility constraint the second integral vanishes and we obtain (using
the symmetry of ¢(u))

1 1
O:/Qus(u):V(u)d;v:/Qus(u) : 2V(u)dx—|—/1/5(u) V() da

Q
1 1
= /QI/S(U) : §V(u) dx+/Ql/5(u) : §V(U)T dz
—/V]&?(u)lzd:c.
Q

By Theorem 7, the vanishing L?-norm of the strain implies that « equals a rigid body
motion. However, since we consider homogeneous Dirichlet boundary condition on 92
this finally gives that « = 0 and further

—vdiv(e(u)) + Vp=Vp =0,

from what we conclude the proof, since the first equations now gives Vp = 0, i.e. p is
constant. u

We continue with the derivation of the weak formulation of the Stokes equations which,
as usual, follows very similar steps as in the proof above. The second order differential
operator in the Stokes equations motivates to choose the (vector valued!) space V :=
HE(Q,RY) for the velocity. In order to guarantee uniqueness of the variational formulation
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we consider the closed subspace space of square integratable functions with vanishing
mean value

Q:=L3(QR) := {f € L*(Q,R) : / fdz =0},
Q

as space for the pressure. Multiplying (2.6) with test functions v,q € V x @, integrating
over the domain 2 and integrate by parts gives the weak formulation: Find u,p € V x @
such that

/de(u)  2(v) dx—/ﬂdiv(v)p:/gf-vdx Ywev (2.7)
- /Q div(u)g =0 Vg € Q.

In order to prove uniqueness (in the spaces V and ) we follow similar steps as before.
Choosing f = 0 and the test functions v = v and ¢ = p gives (including the incompress-
ibility constraint)

which again implies © = 0. What remains is the condition
—/Qdiv(v)p =0 YeV,
or, assuming a smooth solution, integration by parts also gives
/Qv -Vp=0 YveV,

Now let b(x) be a positive function b(xz) > 0 for all x € Q that vanishes on the boundary,
i.e. b(z)|an = 0 (the b stands for bubble function). Choosing v = Vpb (the b was needed
for the boundary conditions) gives

/ b|Vp|? dz = 0,
Q

and thus (since this reads as an (equivalent) weighted L2-norm) Vp = 0 implying a con-
stant pressure. Due to the choice of the space @, this shows that p = 0. In the case of a
non-smooth solution (p only in L2), “integration by parts” gives the duality pair (Vp,v)y = 0
for all v € V. Proving that this again implies that p = 0 is not that simple and requires some
applied functional analysis which we will discuss later.
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Since the symmetric bilinear form in the upper left part of (2.7) is elliptic (as we will
discuss in the next section), we can interpret the weak formulation of the Stokes equations
as the Euler-Lagrange equations of a constrained optimization problem. In particular, the
velocity solution u € V is given as the solution of

min/ z\e(v)\Q — f-vde,
Q2

veV

subject to the constraint
div(v) = 0.
To solve this problem we can define the Lagrange function £ : V x Q — R by

L(v,q) = 5 e)[3 = (div(v), o

The variation with respect to the velocity test function gives the first equation of (2.7), and
the variation of the scalar pressure test function gives the incompressibility constraint, i.e.
the second line of (2.7). This shows, that the physical meaning (and also in a mathematical
sense) of the pressure is the Lagrange multiplier enforcing the divergence constraint of the
velocity. Further, the solution of the minimization problem is a saddle point, i.e. the velocity
u IS @ minimizer and p is a maximizer

L(u,q) < L(u,p) < L(v,p) V(v,q) €V x Q.

In the next section we discuss the stability of mixed methods in a general setting. Further,
we will focus on the case where, motivated by above findings, the solution corresponds to
a saddle point problem.

2.4 Stability theory of mixed methods

2.4.1 The inf-sup theorem

In this section we discuss the stability of variational problems in a more general framework.
To give a proper name to the results and theorems, a detailed study of the history is
needed and even then there might be some disagreement. One can find these results for
example in the survey of lectures by Babuska and Aziz, see [4] where they also refer to the
works of Nirenberg, see [37]. At several points in the literature one also finds references
of the work by Necas, see [36]. In [13], the theorem is called the BNB theorem, since
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beside Babuska and Necas, it can also be seen as rephrasing two fundamental results of
Banach (the closed range and open mapping theorem). For the ease, we will call it the
inf-sup theorem.

Now let H be a Hilbert space with the inner product (-, -) iz and the corresponding norm
| - |- Assume a given bilinear form K : H x H — R and a given right hand side F' € H'.
We consider the problem: Find v € H such that

K(u,v)=F(v) YveH. (2.8)

Theorem 9 (inf-sup). Consider the above setting, and suppose that the bilinear form K
fulfills the following conditions:

 Continuity: there exists a positive constant o such that
K (u,0)|] < allullgllvlz Yu,ve H.

 The “inf-sup” condition: there exists a positive constant 3 such that

K(u,v)
sup
vEH v#£0 ||U||H

> Bllul| Vu e H.

e There holds

sup K (u,v) #0 Yv e V.
ueH

Then, the variational problem (2.8) has an unique solution depending continuously on the
data, i.e.

1
leller < 1 F .
Proof. Step 1: Let w € H be arbitrary and define the functional
() = K(w,v) Vv € H.
By the Riesz representation theorem, there exists a function z € H such that

(2,0) 1 = Pu(v).

25



2 The Stokes equations - Theory of mixed finite elements

Hence, we can define a linear mapping K : H — H, K(w) = z such that
(K(w),v) = K(w,v) Yve H.
Using the continuity properties of the bilinear form we have for all w € H
IK(@)[1F = (K(w),K(w)) = K (w, K(w)) < allwlz||K(w)l|, (2.9)

thus K is bounded ||K|| < « (where || - || is the operator norm).
Step 2: We continue by proving that £ is also bounded from below and that the range
R(K) is closed. The first statement follows immediately by the inf-sup condition

K(w),v)yg K(w,v)g
K@)l = sup &2V Ko o g
verwz0  |[V|E veHpz0 V|la

No let K(w,,) be a Cauchy sequence in R(K). Using above estimate we have
1K (wn) = K(wm)llg = Bllwn — winlla,

and thus w,, is also a Cauchy sequence (in the Hilbert space H). For the ease, let w
denote the limit of w,,. Since K is bounded we also have that £(w,) — K(w), i.e. the
range R(K) is closed.
Step 3: We proof R(K) = H by contradiction: Assume there exists an element vy € H
with vg # 0 such that

(K(w),v0)g =0 Ywe H, (< v LT RK)).

By definition, this is equivalent to K (w,vg) = 0 for all w € H, thus we have a contradiction
to the third assumption of the theorem.

Step 4: We apply the Riesz theorem to the right hand side of problem (2.8), i.e. we find a
function uy such that

F(v) = (up,v)ug Vv € H,

thus the variational problem is equivalent to the operator problem K(u) = uy, with the
solution

U= IC_l(uF),

where K is invertible since K is a bijective bounded linear operator, thus the existence
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of the inverse follows from the bounded inverse theorem (which is equivalent to the open
mapping and closed graph theorem, see comment above).
Step 5: From the inf-sup condition we finally have

K(u,v F(v
Blulls < sup D) gy, EO gy
veH w#0 vl veH v#0 vl

O]

Remark 1. The inf-sup theorem as stated above only considers the case where the bi-
linear form K is defined on H x H, where H is a Hilbert space, thus it can be seen as
a generalized version of the Lax-Milgram theorem. The universal case considers the a
bilinear form K : U x V' — R, with two Banach spaces U, V (i.e. the name BNB-theorem,
see above).

Remark 2. The first part of step 2 in the above proof showed that the operator X is injec-
tive, i.e., the inf-sup condition gives the uniqueness of the problem. The second part of
step 2 and step 3 showed the surjectivity.

Remark 3. There are alternative versions of stability (the inf-sup) condition
» There exists a positive constant 5 such that

K
inf sup M > B.
w€H,u#0 ye H v£0 HUHHHUHH

» There exists a positive constant 8 such that for every v € H there existsav € H
such that

K(u,v) = |lulf and [lollz < Bllula.

Considering the variational formulation of the Stokes equations (2.7), we could now set
H := H}(Q,R?) x L3(Q) and define the bilinear form

K((u,p), (v,q)) = /

Q

ve(u) : e(v) d:c—/gdiv(u)qdac—/Qdiv(v)pdﬂs7

and the linear form F'((v,q)) := f(v). In order to guarantee that the problem is well
posed, we have to check the stability conditions of Theorem 9. Nevertheless, as already
discussed in the previous section, the solution of the variational formulation of the Stokes
problem is a saddle point, i.e. we have a saddle point problem. In this case simplified
(inf-sup like) conditions can be considered which are discussed in the next section.
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2.4.2 The Brezzi theorem for saddle point problems

We consider the abstract setting of a saddle point problem. To this end let V, @ be two
Hilbert spaces with the inner product (-, -)y and (-, -)g, and the corresponding norms || - ||/
and || - |[o. We consider the problem: Find (u,p) € V' x @ such that:

a(u,v) +b(v,p) = f(v) YveV (2.10)
b(u,q) = g(q) VYge@

for given right hand sides f € V' and g € @Q’, and the bilinear forms a : V x V — R and
b:V xQ—R.

Theorem 10. Consider the above settings and assume that the bilinear forms fulfill the
conditions:

» The bilinear forms are continuous

a(u,v) < aillully|v]y Vv,ueV
b(u,q) < aollullvllglle Vv e V,VqeQ.

 The bilinear form a is elliptic on the kernel of the bilinear form b, i.e. we have
a(u,u) > Byllull? YueVy:={veV :blv,q) =0Vq<cQ}

« The bilinear form b fulfills the LBB (Ladyshenskaya-Babuska-Brezzi) condition, i.e.

b(u, q)
sup
u€V,ut0 [Jul[v

> Pallalle Vg€ Q.

Then, the variational problem (2.10) has a unique solution depending continuously on the
data, i.e.

lullv +lIple < 822U fllv: + llgller) and lully < By (IFllve + llglle)-

where the constants depends on o, as, 1.

Proof. We want to show that the conditions of Theorem 10 imply that the conditions of
Theorem 9 are valid. To this end we define the “big” bilinear form on the product space
H =V x Q with the norm ||(u, p)[[3; = [[ull3 + [Ip[13, by

K((u,p); (v, 9)) = a(u, v) +b(u, q) + b(v, p).

28



2 The Stokes equations - Theory of mixed finite elements

In the proof we want to explicitly keep track of the LBB constant as it plays an important
role (for example in the theory of preconditioners).

Step 1: The continuity of £ on H is a direct consequence of the continuity of the bilinear
forms a and b., i.e. we have

[K((w, p), (v, @))| < la(u, v)| 4 [b(w, @) + [b(v, )| S ([, p) ||| (v, )| -

Step 2: Let v € V and ¢ € @ be arbitrary (but fixed). First, the LBB condition (surjectivity)
shows that there exists an u; (not unique!) such that

b(ur,q) = (¢.9)q and Juillv S By lalle-
Next, we solve the following problem on the kernel: Find uy € V{ such that
a(up, vg) = (v,v9) — a(ui,vg) Yvg € Vp.
By Lax-Milgram this problem has a unique solution with the stability estimate
luollv < llvllv 4 fluallv-

Step 3: We set u = up + u1, and define the functional (v,-)y — a(u,-) € V'. Then, using
the Riesz isomorphism we find a function z € V such that

(z,w)y = (v,w)y —a(u,w) Yw € V.
By construction, we have that for all vy € 1
(z,v0)v = (v,v0)v — a(u,vo) = (v,v0)v — a(uo,vo) — a(u1,vo) = 0,

thus, z € Vz-. As in the proof of Theorem 9, we now define the operator B* : Q — V
such that (u, B*p)y = b(u, p). The LBB conditions now shows that we can bound B* from
below,

bw.p) o (w. B'p)y

Palpllg < sup -
wev wllv wev  lwlly

<1B%pllv,

and thus, similarly to before, this shows that the range R(B*) = B*(Q is closed. Since

(UO>B*p)V - b(v(]vp) =0 VUO S ‘/O
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shows that B*Q is V-orthogonal onto Vj;, and since V} is closed (kernel of cont. operator)
we have the orthogonal decomposition V' = 1 & B*@Q. In total this gives z € B*Q and so
we can find a p € @ such that z = B*p. Further, we have the stability estimate

Ipll < B3 I=llv < B3 lvllv + llullv) < By 2(lvllv + llallo),

or all together

lullv + lIplle < B3 *(lollv + llallq)-

Since we also have

K((u,p), (v,q)) = a

= b(u07Q)
= gl + llol3-

This concludes the well posedness proof (see second point of Remark 3) and gives the
continuity estimate

lullv + lIplle < €2 fllv + llgller)-

For the second estimate, follow the same steps as above but scale the solution p with the
LBB constant. This gives the stability estimate

lullv < lullv + 1B2plle < By (vl + llalle).

The rest follows as before. O

Remark 4. In contrast to the proof of Theorem 9, where the stability conditions where used
to show that the corresponding operator is bijective, the conditions of the Brezzi theorem
can be interpreted in the following sense: the kernel ellpiticity simply provides a condition
for the solvability in the case where the constraint given by the b bilinear form vanishes.
Here we can simply use the standard theory of elliptic problems given by the Lax-Milgram
theorem. The LBB condition has to be valid because it guarantees that there are “enough”
functions in V' such that the second line of the saddle point problem can be fulfilled (i.e.
we have surjectivity of the operator corresponding to the constraint).
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Theorem 10, also often just called Brezzi’s theorem, shows that there are two crucial
conditions that we have to check: the kernel ellipticity and the LBB condition. If we apply
the above setting to the Stokes equations we set V := H}(Q,R?) and Q = L(Q2) and
define for all u,v € V and ¢ € @ the bilinear forms

a(u,v) := / ve(u) : e(v)dx (2.11a)
Q
b(u,q) := / div(u)gdz . (2.11b)
Q
The continuity reads by a proper scaling with the viscosity and reads as

a(u,v) < v|uli|lv]i Yv,ueV
b(u,q) < lullillglle Vv e V.VqeQ.

and the kernel is given by all divergence free functions

Vo :={u € H}(Q,R3) : b(u,q) = 0Vq € Q}
={u € H}(Q,R3) : div(u) = 0 in L?}.

The coercivity for the Stokes equations follows immediately using Korn’s inequality, see
Theorem 6, i.e. we have

a(u,w) 2 Vjul} VeV,

Note, that we even have ellipticity on the whole space V' (and not only on the kernel), but
keep in mind that this is not the usual case. The LBB condition now reads as
div(u)qdz

sup L2 VI e 212)

wev  lul
Unfortunately, there is no simple proof of the above theorem for arbitrary domains. We
refer for example to [13] where the LBB condition is discussed in more details including
different boundary conditions. Nevertheless, a proof can be constructed in the case where
we assume the surjectivity of the H? trace operator, i.e. we consider a domain €2 such that
the operators

(Y():7(V () - HX(Q,R) — (H*?(0Q, R), H'/*(02, R))

(evaluation of a function and its normal derivative) is continuous and surjective. This im-
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plies that the boundary of the domain has to be smooth enough, see [32, 12, 19, 6] for a
detailed discussion. The LBB condition reads as the surjectivity of the divergence operator
(see remarks above), i.e. consider an arbitrary ¢ € @, then we have to find a u € V such
that div(u) = ¢ and |lu|l1 < |lgllo- In a first step we solve the auxiliary Poisson problem
—Ap = —q in Q with Neumann boundary conditions V¢ - n = 0 on 9S2. Due to the zero
mean value of ¢ this problem has a unique solution in H'(Q,R)/R. Now set u := Vo
to get div(u) = Ay = ¢ and using a regularity result for the Poisson problem we get
lulli = |lell2 < |lgllo- Further note, that we already have u-n = Vo - n = 0 on 9Q. In the
next step we are going to correct the tangential component such that the resulting velocity
satisfies the zero boundary conditions of V. Thus, we seek for a function ¢ € H?(Q,R3)
that fulfills

=0 ond and Z—:ﬁ:—u-t on 02 and ||¥]l2 < f|ul1-

Since we assumed that the H? trace operator is surjective, the existence of such a function
is guaranteed, see Theorem 1.12 in [7]. Now set @ := u + curly to get divo = div(u) +
div(curl(y)) = ¢q in ©. On the boundary 02 we observe

a-n=u-n+curl(y)) n=Vy-t=0 and a-t=wu-t+curl(®) - t=u-t+Vep-nn=0.

Finally, due to the H2-continuity of v, we get ||i|/1 = |Jul1 + || curl(®) |1 < llullt < lqllo-

2.5 Conforming Finite element methods for the Stokes
equations

In this section we want to derive a (conforming) finite element method in order to dis-
cretize the variational formulation (2.7). To thisend let V;, ¢ V and @, C @ be two finite
dimensional spaces, then we have the problem: Find (uy, py) € Vi, x Qp such that

a(up,vn) + b(vn,pn) = (fyon)  Vop € Vi (2.13)
b(un, qn) =0 Yan, € Qn, (2.14)

where the bilinear forms are given by (2.11). The stability conditions of Theorem 10,
show that there is a strong connection between the continuous velocity space V' and
the pressure space ). Unfortunately, in contrast to standard elliptic problems where the
solveability of a (conforming) discrete method is inherited from the continuous setting, this
is not the case for saddle point problems. Thus, the discrete spaces V}, and @;, can not be
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chosen independently. Since the kernel ellipticity of the Stokes problem on the continuous
level holds on the whole space V, this condition is indeed inherited due to the conformity
Vi, € V. Thus, in order to prove well posedness (i.e. unique solveability) of (2.13) we can
focus on the LBB condition.

However, since the LBB condition might be difficult to prove, we will first discuss a
unigueness (but not existence) property that might be easier to check.

Theorem 11. The solution of the discrete problem (2.13) is unique if and only if the dis-
crete finite element spaces V;, and Qy, fulfill the condition

b(vp, ) = —/Qdiv(vh)ph dr =0 Vv, eV, =p,=0. (2.15)

Proof. The proof follows with the same steps as in the continuous setting. O

Remark 5. In general, above theorem should be stated such that the implication gives
that the discrete pressure is constant, i.e. p, = ¢ € R (and not zero as above). Here,
we explicitly have stated that p; should vanish as we enforced uniqueness by the zero
mean value constraint @, C Q = L(2). Note, that this is just a mathematical “grounding”
technique. One could have also enforced (for example) a different (fixed) non-zero mean
value to guarantee uniqueness.

Above condition is not always true and can help to check if a pair of finite element spaces
is a suitable couple for the discretization of the Stokes equations.

Example 1. Probably the first most trivial choice of a finite element discretization might be
to choose a standard linear Lagrangian finite element approximation for the velocity and
the pressure, i.e. we choose the space

Vi := {vn € HE (L RY) - wp|p € PHT,RY) VT € Ty},
Qn = {qn € L3(Q,R) N CYQ,R) : qu|r € PH(T,R) VT € Ty,}.

We give a simple counter example which proves that this discretization does not provide
a unique solution. Let €2 be a square and let the triangulation be given as in Figure 2.2.
We set p;, such that its evaluation equals either —1 or 1 on nodes that are on common
vertical lines. Any function v, € V}, is uniquely defined by fixing the values on the nodes
in the interior, which are further associated to the corresponding nodal hat functions. For
simplicity let v, = ¢, where ¢ is the hat function of the blue vertex with support on the
vertex patch w = w, Uw, which is split into an orange part w, and a red part w,.. Since Vpy,

33



2 The Stokes equations - Theory of mixed finite elements

Figure 2.2: Considered triangulation and nodal values of p;,

is 2 and —2 on w, and w,, respectively, integration by parts shows

—/ div(vp)pp da = —/ div(vp)pp da = / v, - Vpp do = 2/ 0 — 2/ © =0,
Q w w Wr Wo

where we used, that |w,| = |w,| and that ¢ is point symmetric on w with respect to the blue
vertex (i.e. the integrals have the same value). A similar argument can be used for any
other hat function (and linear combination) which shows that

—/ diV(Uh)ph dz =0 VYo, € V.
Q

Example 2 (The MINI element). The MINI element uses the same pressure approximation
as before, but the linear Lagrangian velocity space is augmented by local element wise
bubble functions such that it admits a unique solution. To this end we define for each
element T € T;, the bubble space given by B(T,R) = P¥1(T,R) N H}(T,R), thus cubic
or quartic polynomials for d = 2 and d = 3 respectively, that vanish on the boundary of the
element. A local basis function of (the one dimensional space) B(T, R) is simply given by
the bubble by = Hf;rll)\i where )\; are the barycentric coordinate functions on T (i.e. linear
polynomials). With a slight abuse of notation let B(T,R?) be the vector valued bubble
space where each component is given by B(T,R). We choose the spaces

Vi, := {on, € HY (LR : wp|r € [PY(T,RY) + B(T,RH| VT € T},
Qn = {qn € L3A(Q,R) NCYQ,R) : qu|r € PH(T,R) VT € Ty}

Now assume that for a given py the condition (2.15) is satisfied . Let T' € T}, be arbitrary,
then we choose the discrete velocity such that v, = 0 on Q\ 7" and v|7 = brVpy,, where
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br is the local element bubble defined as above. Integration by parts then gives
0 = b(vp,pn) = —/ div(vp)pp do = / br|Vpn|? d,
Q T

from which we obtain that p,|r = ¢ on T (since by is a positive weighting). As py, is
continuous it has to be the same constant on the whole domain 2, and as further p;, €
L%(Q,R) we have ¢ = 0.

Example 3. Now we consider a method with a discontinuous pressure approximation. We
choose the spaces

Vi := {vn € H3 (U, RY) = vy, |p € PYT,RY) VT € Ty},
Qn = {gn € L§(LR) : gulr € P'(T,R) VT € Ty}

Let 71,75 € T, be two adjacent elements with common face F' € F;,. Set v, such that
it vanished on Q \ (T} U T) (i.e. in two dimensions where we have the second order
Lagrangian finite element space for the velocity, just the edge bubble has a non zero
coefficient). Now let p} := py|r, and p? := py|r, be the constant values on 7 and T3,
respectively. Condition (2.15) gives

0 = b(vn,pp) = —/ div(vp)pp da
ThWUTs

— o} [ vy o= [ divin)ds
T1 T2
— 1 2 /9 1
__ph/“h'”ldS—Ph/Uh'nzdS—(Ph—Ph)/Uh'mds.
F F F

Since vy, is equivalent to the edge bubble, the integral on the edge is not zero and we
conclude that p; = p?. This shows that pj, equals a global constant, and as pj, € L(Q2) is
has to vanish.

Example 4. The last example is also based on a discontinuous pressure approximation.
Note, that this choice only works in two space dimensions (but a similar version also exists
for d = 3). We choose the spaces

Vi, i= {vn € HY (L, R?) : wp|p € [P2(T,R?) + B(T,R?)| VT € Tp},
Qn = {qn € L§(LR) : qulr € PUT,R) VT € Ty}

The uniqueness follows with the same techniques as before.

After providing a simple check if a couple V}, x @, of finite element spaces is suitable,
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i.e. provides a unique solution, the next two sections are dedicated to present a detailed
stability analysis. Note, that since we only consider the case with homogeneous Dirichlet
boundary conditions given on the whole boundary 92 we will use at several point in the
analysis the equivalence (see Theorem 3.2)

[ol ~ Vol Yo eV

2.5.1 Discrete stability by mesh dependent norms

Since the kernel ellipticity of the bilinear form « is inherited from the continuous setting, we
aim to provide a proof for the discrete LBB condition given by

b
sup (Ufh Qh>

2 lanllo Yan € Qn. (2.16)
oneVi,  llvnlla

It turns out that a simple technique for proving that (2.16) holds true is based on defining
a new mesh dependent norm for the pressure space. To this end we define the norm

on =Y IIVorllz+ D hlllpalllz  Yew € Qn,
TeT), FeF,

In|

where [-] denotes the jump operator, as defined in (2.33a). The modified LBB condition
now reads as

b
sup (vha Qh>

Z llanllon  Van € Qn. (2.17)
UhEVh ”vhHl

Before we provide a proof that the modified stability condition is sufficient, we introduce
the so called Clément quasi interpolation operator. To this end let V; € V), be the nodes of
the triangulation. Then we define the vertex patch by

w; = U T.

T:V;eT

For a function v € L*(w;) let II), v be the L? projection onto constant functions on w;, i.e.

we have
1
/vdx.
|wi| w;

Now let IVL”‘ denote the index set of nodes in the interior of 2, and let ¢; € P'(T;,) be the
corresponding nodal hat functions. We define the Clément quasi interpolation operator I

0, .
I, v =
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by

Iev := Z (Hgiv)gpi. (2.18)

i€l int
v

Note, that the result is a piece-wise linear polynomial, i.e. we have Icv € P(Ty,).

Theorem 12. Letv € H}(Q). The Clément quasi interpolation operator is continuous, i.e.
| Icv|l1 < ||v||l1 and there holds the approximation result

1/2
Yo b Pl = Iev|F+h o= TevlFr | S IVollo.
T€Th

Proof. The proof is based on the Bramble-Hilbert Lemma, standard scaling arguments
and a partition of unity argument. A proof can be found for example in [8]. O

Remark 6. The operator I is called a quasi interpolation operator because Icv, = vy
does not hold true for all v;, € P1(Ty).

Remark 7. In the case where we only have partial Dirichlet boundary condition, the def-
inition of the Clément quasi interpolation operator considers all nodes in the interior and
all nodes that are on non Dirichlet boundary parts.

Theorem 13. Suppose that the couple V;, x Qy, fulfills the modified stability condition (2.17).
Then (2.16) is valid

Proof. Let ¢, € Q) be arbitrary. Since ¢, is in Q we can use the continuous Stokes-
LBB (2.12) to find a function v € HZ(Q,R?) such that b(v,q,) > Ci|lv|l1lqnllo- Now let
vy, := Iev € V}, be the Clément interpolant of the continuous velocity v, then we have

b(vn, qn) = b(v, qn) — b(v — vn, qn).

Using an element by element integration by parts argument and Cauchy-Schwarz yields

b(v — v, qn) = Z / div(vp, — v)gp dx
T

TeTn
=— Z /(vh —v) - Vgpdr+ Z /(vh —v) - nfqy] ds
TeTn T FeFy, F
1/2
S| P lon—olld+ D0 kM n =) alE | lanlon
TeT, FeF,
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Using the interpolation properties of the Clément operator, see Theorem 12, we finally get
b(v — vh, qn) < Co|lv|[1llgnllo,n, thus in total

b(vn, qn) = (Cillanllo = Callanllo.n)l[v]]1-
By the continuity of the Clément operator ||vy, |1 < C5 *|jv||; we obtain

b(vn, qn)
lvnll1

> C3(Chllanllo — Callanllon)

and thus with C; := C,;C; we have

b
sup (vn, qn)

> Chllanllo — Collanllo.n-
v EVY th”l

Using the modified LBB condition, there exists a constant C5 such that

b
sup (vn, qn)

> Csllanllo,n:
oneVin  llvnlla

and thus a convex combination with 0 < ¢ < 1 this finally gives

b b b(vp,
sup 2O ) _ o bR n) (1—1#) sup (vh, qn)
oneVi  lonll oneVi  llonlly oneVi  llvnll

> (t(C5 + Ca) — C9)|lgnllon + (1 — t)Chlqnllo-

By the choice 1 > t > Cy/(Cy 4+ C3) we can conclude the proof. O

2.5.2 Examples of stable Stokes discretizations

We can now prove the stability proof for the methods discussed before. To this end we
show that the modified LBB condition (2.17) holds, since Theorem 13 then provides sta-
bility.

Example 5 (The MINI element). We have the spaces

Vi i= {vp € HE (U, RY) : vy |r € [PYT,RY) + B(T,RY| VT € Ty},
Qn = {qn € L{Q,R)NC°QR) : gu|7 € PH(T,R) VT € T}

Now let g5, € Qy, be given. We choose vy, € V}, such that vy, |7 := —h?b7 Vg, for all elements
T € T,. This choice is possible because we augmented the velocity space with the local
element bubbles. Since we consider a continuous pressure approximation, integration by
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parts gives

b(vn, qn) = —/Qdiv(vh)% dz = /th -V dx

1/2
= 5" R Vanld 2 S B2Vl = a2,
TeT, TeT,

Using that v, € H{ (T, R%), we have on each element the estimate (use scaling arguments)
IVonlllr S B~ Hlvallr S RllbrVanl S BIVanliz,

and so [lop[ly S [[Vllo < flan]

o,n» Which proves that (2.17) holds true.

Example 6 (The P2P0 element). Consider the case d = 2. We have the spaces

Vi, := {vn € HY (L R?) 2 wp|r € PHT,R?) VT € Tp,},
Qn = {qn € LI R) : il € PU(T,R) VT € T}

Let ¢, € @y, be arbitrary and set v,|r := hbp[qn]n, where b is the edge bubble. Note,
that this choice was only possible because we included the element bubble in the velocity
space. This shows why the P! x P° combination does not work. The above choice then
gives

b(vn, an) = _/QdiV(Uh)Qh de=->" Qh|T/TdiV(Uh)de

TeT,
= > [ onenladds= X 0 [ bellanlds ~ Janli
Fer, ' F rFer, T

The inverse inequality, see Theorem 1, and scaling then also gives |lvy|[1 < ||gnl/o,n-

Example 7 (The Bernardi Raugel (BR) element). Consider the case d = 2. Above exam-
ple shows, that we only need to control the normal velocity at the edge, i.e. adding the
edge bubble for both components of the velocity seems to be sub optimal (with respect to
computational costs and the expected approximation properties). The idea now is to only
add the normal edge bubble. To this ed we define

B (Th) = {vn, € HY(Q,R?) NP*(Th, R?) : vy|p = cbpn,c € R,YF € Fy}.
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Then we set

Vi, = A{op, € H&(Q7R2) tuplr € PI(T7 R2)VT € Tn} U Bn(Th),
Qn = {qn € L3(Q,R) : qu|l7 € P(T,R) VT € T}

The proof for the stability follows as before.

Example 8 (The P3P0 element). Consider the case d = 3. We have the spaces

Vi = {vn € HY(Q,R?) : |7 € P3(T,R3) VT € Ty},
Qn = {qn € L§(LR) : qulr € PO(T,R) VT € Ty}

The proof follows with the same steps as before and is given as an exercise for the reader.

Example 9 (The P2-bubble element). Consider the case d = 2. We choose the spaces

V= {’Uh € H&(Q,RQ) : 'Uh|T S [IPQ(T, Rz) + B(T, RQ)] VT € 7;1}7
Qn = {qn € L3(QLR) : g7 € PL(T,R) VT € T}

We combine the results from before. Let ¢;, € @), be arbitrary. On each element T we can
decompose g, = ¢\ + ¢ such that ¢) € PY(T,R) and ¢} € PY(T,R) N L3(T,R), i.e. we set

o . Jrandx
Bl =

The idea now is to use the additional bubble to control the element wise linear polynomials
with vanishing mean value, and the edge dofs to control the constants. From the stability
(i.e. surjectivity of the divergence) of the P2P0 element there exists a function v} € V,
such that

b(v, ) = laplls and ol < Collahllo-

Next, using the stability result of the MINI element (on each element separately) we find
another function v} € V}, such that (by scaling we can use the same constant C, here)

b(vh,qn) = lanllz  and lvallr < Collgalo.

Note, that it was crucial that ¢} € LZ(T'). Further, since v} vanishes on the boundary of
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each element we have
b(v}l, qg) =0.

Now set vj, := v} + aw)) where o > 0 is a constant yet to be set. By Cauchy Schwarz and
Young’s inequality we have

b(vn, qn) = by, q1,) + ab(vy, qn) + ab(vp, ;)
= llanllg + llgplls + ab(v), q5)
2 llanlls + allaplls — allvpllllgnllo
12 o2 % o052 ©
R llanllo + adlanllo = = llvnlly — ;QHqu%

a 12 € 012
21— ;2)“%”0 +a(l - @)”%Ho

Hence, in a first step we choose ¢ such that 1 — ¢/(2C3) > 0, and then « such that
1 — a/(2¢) > 0, which gives

b(vn, qn) 2 (lanlle + llaall3) 2 llanlls.

Since we also have ||vi |1 < |lgnllo, We have proven the stability (here without using directly
the modified LBB).

Example 10 (Taylor-Hood element). In all above examples it was possible to prove the
stability by a local construction of the discrete velocity. Unfortunately, this is not possible
for the famous element called Taylor-Hood element. Here we choose the spaces

Vi = {vp, € HY(Q,RY) : vp|p € PX(T,RY VT € Ty},
Qn = {an € L{Q,R) N C°(LR) : qp|r € PHT,R) VT € Tp},

thus, similar to the MINI element, we consider a continuous pressure approximation. The
stability analysis is based on the construction of a Fortin interpolation operator (see next
section) and is based on a macro element technique. See for example in [33].

2.5.3 Discrete stability by Fortin-Interpolation operators

Another very common technique to prove discrete stability of a finite element method is
based on the introduction of a Fortin operator denoted by /5.
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Theorem 14 (Fortin operator). Assume there exists an operator I : V- — V}, such that

b(IFv,qn) = b(v,qn) Yan € Qn, and | Ipv[1 S o]
Then the discrete LBB condition (2.16) follows from the continuous LBB condition (2.12).

Proof. Using the above properties we get

bln,an) - OUFv.an) o D(v,an) o b an) laslle Van € Qn
oV vrllt “wev IHrvlle vev HHrvllr Twev lvlli T ’
where we used (2.12) in the last step (since @, C Q). O

Note that the construction of a Fortin operator has to be done for each discretization
separately. As we will see, this will be done with the same techniques that we already
used in the previous section.

Example 11 (The P2P0 element). Consider the case d = 2. We have the spaces

Vi, := {vp, € HY(Q,R?) : vyl € PX(T,R*) VT € Tp,},
Qn = {qn € LI R) : qu|l7 € PU(T,R) VT € T}

The construction of a Fortin operator is split into two steps. First, let I} := I be given as
the Clément operator. Note, that I}. only gives a linear approximation, i.e. we have only
defined the nodal values. Next, we choose 1% to be the operator defined by the equations

I%v(acv) =0 Vay eV,

/I%v-nds:/v'nds VE € Fy,
F F

Note, that this can be done by setting

I%v: Z fFv nds

ot beF nds

where br is (now a vector valued) edge bubble. Next note, that [, br - nds ~ h and by a
standard scaling arguments ||Vbg||r ~ 1 and

lu -7 S T H[ullF + Al Vull?.
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Thus, in total we get (using Cauchy Schwarz)

1
VIRl S Y ([ uendsy
F

FeFy

h _
> [ e ds S h2ulf + [Vl
FEF F

Combining these two operators we define the Fortin operator as
Ipv == I} + Ia(v — I}o).

Now let ¢, € Qy, be arbitrary, then we have on each element using the Gaussian theorem
(since gy, is a piece wise constant)

/diV(IFU)qhdl':qh/ Ipv-nds =
T ,

oT
= qy /IFv'nds
F

FCaT

= qp Z /I}v-nds%—/]%(v—l}yv)-nds
rcor’F F

=qn Z I%wnds%—/(v—[}w)-nds
rcor’ F

:qh/ v-nds:/div(v)qhdx.
oT T

Further, by Theorem 12 we get on each element with above estimates
IV Ipollr < ||VIpvllr + VIR0 — Ipo)|r
1
<[Vollr + 5 ll(w = Tpv)llr + 1V (v = o)l < [ Vollr.
The construction of a Fortin operator for the other elements follows with very similar

ideas and will be left as examples for the reader.

2.5.4 Stabilized methods

In the previous section we saw that the choice of the discretization spaces V,, and @y, is not
straight forward and, with respect to the discrete LBB condition (2.16), stability can either
be forced by decreasing the dimension of pressure space or increasing the dimension of
the velocity space. In this section we will introduce the idea of stabilization techniques.
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The idea is to use a pair V}, x @y, that is not inf-sup stable but can be made well posed
by weakening the incompressibility constraint such that div u;, = g5, for some appropriate
gn. The stabilization can also be motivated by looking at the saddle point structure of the

discrete problem given by
A BT Up | f
B 0 /) \p) \o)°

Here A and B represent the finite element matrices of the bilinear forms a and b, respec-
tively. A simple calculation shows that the pressure Schur complement is given by

BA™'BYp = BA7'f,

where we assumed that A is invertible which is fulfilled due to the ellipiticity of the bilinear
form a on the whole space V;, € V. Here we can see that a discrete method is well posed
if and only if the symmetric positive semi-definite matrix BA~'BT only has the constants
in the null space which is the same constraint as Theorem 11. The idea of a stabilization
is now to replace the above matrix by
A BT
(5 )

A BT
B 0
which gives the modified Schur complement

BA 'BYp 4+ 3Cp = BA~Yf.
The motivation now is that the stabilization 5C allows to remove non constant pressure
which lie in the kernel of the original Schur complement. In order to motivate the structure
of C we will revisit the MINI finite element. To this end we define the space

Vi=Hy(QRY) NP (T, RY) and Vi := | ) B(T\R?)
TET
Vi =Vie v
Qn = L3(Q,R) N PY(T;,R).
Here, V,f represent the low order space of linear approximations and V,f is the space of
local bubbles. Now let u;, be the solution of the discrete Stokes problem, then we can split

the solution into w;, := u}, + u} where u}, € V! and u} € V. It turns out, that the two
parts fulfill an orthogonality property in the momentum balance. To this end let v} € V}!
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be a linear test function, then since the bubbles vanish at element interfaces we get using
integration by parts

a(ul,vl) Z / e(vh)dx = Z —1// uf, - div(e(v})) dz = 0, (2.19)

TeTh TeTh

and thus we have
a(up,, vf,) + b(vh, pr) = (f,v}) Vi, € V.

Now let cr € R? be the coefficient of the solution of %, such that

b b
Up = Z CTbT S Vh’
TeTh

where by are the (scalar) bubble functions on each element 7'. Using that the discrete
pressure is continuous, integration by parts and choosing a bubble b7, where 7' € T;, is
arbitrary, as test function we get with (2.19) in the momentum equation

a(up, bye) + b(byr, pr) = a(up, byr) + (brr, Vpp)
= / Vch\e(bT/)|2dx—|—/ by - Vpp do = / fbpdx.
T T T
Since this can be done for all elements separately, we get an explicit formula for the coef-

ficients given by

oo Jr(F =) brde
T vle(br) P de

VT € Tp,.

For the ease let us define y7 := ([} |e(br)[* dz)~!, then the incompressibility constraint
gives for all ¢, € Qp,

0 = b(up, qn) = b(ul, qn) + b(uh, qn)

= b(ujy, qn) + Y /CTbT Vg dz

TeTh

= b(uh,an) + Y T (/TbT'Vthx) (/T(f—Vph)-dex>

TeTh
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In total this shows, that the linear part (u},p,) € V! x Q) of the solution of MINI finite
element method solves the problem

a(uj, v) + b(vy, pn) = (f.0h) Vol €V

buhoan) = S 3 [ BV Vande= 3 o [ br-Vaude [ fobrde Van€ Qi
T T T

TeTh TeTh

where we used that Vp,, and Vg, are constant and 57 := v¢|T'|~!( [, br dz)?. This can be
interpreted as a P! x P! approximation of the partial differential equation

—vdiv(e(u)) +Vp=f
div(u) — pAp = —pdiv(f),

with some constant p. Note, that since v} is linear, we may also add the additional term
div(e(v})) to the left hand side of the second equations. Now let V, x @, be arbitrary. Since
vt ~ h? and by = O(1) above derivations motivates to define for all (ux,pp), (v, qn) €
Vi, x @y, the bilinear form

c{(un,pn): (e a1)) =a Y- I [ (cwdiv(e(un) + Vo) - (~vdiv(e(on)) + Vo) da
TeTh r

+8 > h/ an][pn] ds.

[
FeFy, F

Note, that the jump term is only essential for a lowest order discontinuous pressure ap-
proximation and when the velocity space does not contain polynomials of order d, i.e. we
have

QnCc Q) or PHOURHYNHYQ,RY)CV, = B=0.
Then we have the stabilized problem: Find (uy, pn) € Vi, x Qp, such that

CL(’LLh, Uh) + b(uha Qh) + b(vhvph) - C((uhaph)’ (’Uh, Qh)>

= (f,vp) — Z ahQ/ f-(—vdiv(e(vy)) + Vap)dx  V(vn,qn) € Vi X Qp.
= T

Note, that stability of above method then depends on a proper choice of the stabilization
parameters « and . The proof follows similar steps as the proof of Theorem 13. A detailed
analysis is presented in Chapter 4 of [22]. Further note, that the new stabilized terms are
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consistent, i.e. for the exact solution u;, = u and p;, = p we have

—c((un,pn), (v, qn)) = = > thQ/ [ (=vdiv(e(vn)) + Vap)dz V(va, qn) € Vi X Qn,
TETh T

thus the exact solution still solves above stabilized problem.

2.5.5 Error analysis

In this section we derive a priori error estimates for the solution of the discrete problem
(2.13). Similarly as for standard elliptic problems, the derivation is based on a best ap-
proximation result and by means of appropriate interpolation operators. Similarly as for
the continuous setting we define the space of discrete divergence-free velocity functions

Vo :={vn € Vi, : b(vp, qn) = 0 Vgn € Qn}-

Further, assuming stability, let 5, j, be the discrete LBB condition in (2.16).

Lemma 1. Let (u,p) € V x Q be the exact solution of weak formulation of the Stokes
equation (2.7), and let (un,pr) € Vi, x Qp be the discrete solution of (2.13). There holds
the best approximation result

1
- < inf |lu—w + — inf — .
Ju —upllt S oo | Rl J inf Il — anllo

If there holds the kernel inclusion property V, ,, C Vo we further have

lu—uplly < inf flu— gl

h h,0

Proof. Let v, € V,, be arbitrary. In a first step we use the triangle inequality to get
lu—unlly < [lu—wnllr + llon — unll1-

Since we also have u;, € V}, o we get for the difference v, — u;, by the coercivity of the
bilinear form «

vlvn — unl? < alvp, — up, vn — up) = alvy, — u, v — up) + alu — up, vy, — up).
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For the second term on the right hand side we get by linearity

a(u — up, vy — up) = alu, vy — up) — alup, vy — up)
= (f,vn —upn) — b(vp, — un,p) — (f,vn — up) — b(vy — un, pp)

= —b(vp, — Up, p — ph)-
Next, let ¢, € Q, be arbitrary. Since v, — up, € V3, o we can write
b(vp, — up,p — pn) = b(vp — un,p — qn),
and thus in total
v|jop, — uhH% < a(vp, — u,vp, — up) — b(vp, — up,p — qp)
S vllvn = ulliflon — ually + vilon — uhHl%Hp — anllo-

Dividing by v||v;, — us||1 gives the first result. The second estimate follows with the same
steps and using b(vy, — up, p — pr) = 0 which follows from V4 5, C V4. O

Lemma 2. Let (u,p) € V x Q) be the exact solution of weak formulation of the Stokes
equation (2.7), and let (up, pn) € Vi, x Q, be the discrete solution of (2.13). There holds
the best approximation result

1
inf —oplh S 14+ 5—) inf [Ju—ovs|:.
it ol (14 5 ) ik ol

Proof. We aim to follow similar steps as in the proof of the Brezzi theorem. To this end let
wy, € Vi, be arbitrary. We solve the variational problem: Find r;, € V}, such that

b(rh,qn) = b(u —wh,qn) Van € Qn.

Note that this problem admits a (non unique!) solution due to the discrete LBB condition
(2.16) with the stability estimate

— — b(u - whth)
lralle < Bypllb(u = wh,)llo; = Byp sup ="

B Tl S el
dh h

Now let v;, = r,, + wy,, and observe

b(’Uh, Qh) - b(’f‘h, Qh) + b(wh7 qh) = b(u7 q}l) - b(’ll)h, Qh) + b(wha Qh) = 07
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which shows that v, € V}, o. Together with the estimate
lu = wallt < lu—wplls + [lralln < (14 By ) lu = w1,
we conclude the proof. O

Lemma 3. Let (u,p) € V x Q be the exact solution of weak formulation of the Stokes
equation (2.7), and let (un,pr) € Vi, x Qy be the discrete solution of (2.13). There holds
the best approximation result

lp—pullo S (1+B5,) inf |p—qallo +vBa4llu —unls.
" gn€Qn ’

Proof. Since V;, C V and Q; C Q, Galerkin orthogonality gives for all v;, € V}, the equation
b(vp, p — pr) = —a(u — up,vy) and thus

b(vn, gn — pn) = —a(u — up,vp) — b(vp, p — gp).

Using the discrete LBB condition (2.16) then provides the estimate

b(vh, qn — Pn
Banllan — prllo < sup bvn, an — pn)
vRLEVR thHl
—alu — iy _
= sup —HU YR ) ZOORPZGR) < — anll.
vRLEVR ”UhHl

By the triangle inequality we finally get

2 = prllo < lp — anllo + llan — pallo
S (1+ Bop)llp — anllo + vBa pllu — unl1.-

0

Theorem 15 (Best approximation). Let (u,p) € V x @ be the exact solution of weak
formulation of the Stokes equation (2.7), and let (un, pr) € Vi, x Q, be the discrete solution
of (2.13). There holds the best approximation result

lu—uplli + v p—pallo S inf [lu—wpli+v7" inf |lp—anllo
v EVR qrhEQHn

In order to study the convergence orders, we introduce appropriate interpolation oper-
ators. In the case of a conforming discretization, these are given by the standard nodal
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Lagrange interpolation operator for the velocity space, and the L2-projection for the dis-
crete pressure space.

Theorem 16 (Interpolation operator). Assume that the discrete velocity space includes
polynomials of order ky, and the discrete pressure space polynomials of order k¢, i.e. we
have

P (Th, RHNV C Vi, and P*(T,,R)NQ C Qy

Assume that (u,p) € H'(Q,R%) x H"(Q,R). There exists interpolation operators I, and
I such that

lu = Ivuly S B°|lullss1, and |p—Igpllo S A'lIplle,

where s = min(ky,l — 1) andt = min(kg + 1, 7).

Proof. Let I, be the standard Lagrange interpolation operator and let Iy be defined as
the L2-projection. The result follows by scaling arguments and the Bramble-Hilbert lemma,
see for example in [13]. O

In view of the best approximation results given by Theorem 15 and the interpolation
results, we see that there is a relation between the approximation order of the velocity
space ky and the order of the pressure space kq. To see this, let r = [ — 1, thus assume
the regularity (u,p) € H'(Q,R?) x H'=1(©, R), then we have the convergence results

_ 1
lu —up|ls +v 1Hp —pallo S P (Jlulls+1 + ;HpHs)7

where s = min(ky, kg + 1,1 —1). This shows that, in an optimal setting, the pressure order
is one order smaller compared to the velocity error. In Table 2.1 we can see the expected
order of convergence for several Stokes discretizations. Note, that £y and kg correspond
to the polynomial orders that are completely (locally on each element) included in the
corresponding approximation spaces.

2.5.6 Pressure robustness

This section deals with a property of Stokes discretizations called “pressure robustness”
which was first discussed in the work [31]. Before revealing the mechanisms in detail we
aim, to motivate pressure robustness in the following.

With respect to the error estimates and the best approximation results of Theorem 15 in
the previous section we see, that the velocity error depends on the pressure error with a
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element  ky kg conv. order

P2P0 2 0 O(h)
MINI 11 O(h)

BR 11 Oh)
stab. P1P1 1 1 O(h)
stab. P2P2 2 2 O(h?)
P2-bubble 2 1 O(h?)
Taylor-Hood 2 1 O(h?)

Table 2.1: Expected convergence order for various Stokes elements

scaling factor »~!. This shows, that there might occur a blow up in the case of a vanishing
viscosity v — 0. For a closer investigation we consider a simple example. Let Q = (0,1)?
and f = —div(ve(u)) + Vp with the exact solutions

1

u=curl(v)), and p:=z°+y° — 3

where the potential is given by v := 2?(x — 1)%y?(y — 1)2. In Figure 2.3 we compare the

H'-semi norm error |[Vu — Vuy||o for the standard non pressure robust Taylor-Hood (TH)
element of order k = 2 (for the velocity) and a pressure robust method abbreviated by
MCS (mass conserving mixed stress methods, see [17]). Note, that although the Taylor-
Hood element provides optimal orders of convergence, we see that the error shows the
unwanted scaling with respect to v and can get arbitrary big.

10% 2
107 | g
—eo— MCS
1001 TH
1072 | g
0090900900 00900

| | | | | |
1078107510=410-2 10° 10% v
Figure 2.3: The H'-seminorm error for the MCS method and a Taylor-Hood approximation
for varying viscosities v.

To identify the problem, we consider now a more general setting with an arbitrary domain
Q. We want to solve the Stokes problem (2.7) with homogeneous Dirichlet boundary
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conditions where the right hand side is given by a gradient field, i.e. we have f := V.
Using integration by parts we see that the exact solution is given by (0, ) as

a(0,v) 4+ b(v,¥) = —/

div(v)\Ifdx:/v'V\I/d:n:(f,v) Yo eV,
Q

Q

and b(0,q) = 0 for all ¢ € Q. This shows that arbitrary gradient fields are totally balanced
by the pressure. The question that arises is, if this physical property is also given in
the discrete setting, thus if the discrete solution is given by (0,11g, ¥), where Ilg, is the
L?-projection onto the discrete pressure space. The problem can be easily seen if the
discrete system is tested with a discretely divergence free test function v, € V4 3. Similarly
as before, integration by parts (now on the right side) gives

—/ div(vp)g, ¥dx = —/ U div(vp) de .

Q Q

Since vy, is discretely divergence-free and Ilp, ¥ € @y, the left hand side vanishes.
Nevertheless, the right hand side only vanishes if either ¥ € @), or if v, is also ex-
actly divergence-free, thus if the Stokes discretization fulfills the kernel inclusion property
Vo,n C Vo. Indeed, Lemma 1 and Lemma 2 show that one can then deduce a velocity error
estimate

— < inf — .
| u UhHl_v;fethHu a1

that is independent of the best approximation of the pressure and independent of the
viscosity. In general, the author of [31] calls a finite element method for the Stokes problem
pressure robust if one can deduce a pressure independent velocity error estimate. Note,
that this then also corresponds to the structure preserving property mentioned above that
gradient fields (forces) are only balanced by the discrete pressure.

As shown above, pressure robustness is immediately given in the case when V4, C V4.
A finite element method that yields the kernel inclusion is given by the Scott-Vogelius finite
element methods given by the choice

Vi := {up € Hy(QL,R?) s vp|p € PHT,R?) VT € T},
Qn = {gn € L§(ALR) : gu|r € PY(T,R) VT € Ty}

Since div(V},) C @, we have that

qp:=div(v
h :>( h)

/ div(vy)gndz =0 Vg, € Qp div(vp) =0,
Q
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and thus discretely divergence-free functions are also exactly divergence-free. Unfor-
tunately is the Scott-Vogelius method not stable on arbitrary triangulations but only on
barycentric refined ones. This is derived by splitting each triangle (in two dimensions for
example) T' € 7T}, into three sub triangles by connecting the barycenter with the vertices.
Note however, that this procedure might produce elements with a very bad aspect ratio if
boundary layers need to be approximated.

Unluckily, all other methods discussed so far, which are used in many (industrial) codes
for computational fluid dynamics are not pressure robust in general. To this end many
authors as in [24, 10, 30, 27, 26, 15, 41, 43] have studied a technique to “repair” pres-
sure robustness for standard methods by means of the introduction of a reconstruction
operator. For simplicity we now assume that () is discretized by a discontinuous approx-
imation space. Note, that the continuous setting is also possible, see [29], but is much
more difficult. Now let kr := kg + 1, where k¢ is the polynomial order of the discrete
pressure space. We assume that there exists an operator R : V;, — Vj, with some
H (div)-conforming space V},, that fulfills the properties

H’Uh — thHT 5 hHV’UhHT Yo, € Vi, VT € Ty, (220)
(Rup, — vp, In) = 0 Vi, € PFR72(T; RY), (2.21)
diV('th) =0 Yoy, € Vh70, (2.22)

By means of this operator we now define modified Stokes problem: Find (up, pp) € Vi, x Qp
such that

a(up,vp) + 0(vp, pr) = (f,Ruy) Vo, €V, (2.23)
b(un,qn) =0 Van € Qp. (2.24)

Here, we only introduced a consistency error by changing the right hand side. Note, that
by standard scaling argument and with (2.20) we have

[Ronllo < [IRvn = vallo + lonllo S (D P2 IVonllF)? + lvnllo < llvallo,
TET

and thus since ||vp|lo < ||vn|l1 we have that (f, Ruy,) is still a continuous functional (needed
for solveability). This allows us to derive the following pressure robust error estimate.

Theorem 17. Let (u,p) € V x Q be the exact solution of weak formulation of the Stokes
equation (2.7), and let (up, pr) € Vi, xQy be the discrete solution of (2.23). Further assume
the regularity estimate Au € L*(Q2). There holds the pressure robust best approximation
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result
lu—uplls S inf [lu— o1 + A (d — TR 2) div(e(w)) o,
v EVR

where H’%}‘z —0ifkg < 1.

Proof. The proof follows with very similar steps as in Lemma 1. To this end let v, € Vj 3,
then the triangle inequality gives

lu —unllt < flu—wnllr + [lon — uallr-
Now let wy, := vy, — uy, then the coercivity of the bilinear form a induces
vl — up|? = vijwal? < alvn, — un, v — up) = alvy, — u, wp) + alu — up, wy,).
For the second term on the right hand side we get by linearity

a(u — up, wp) = a(u, wp) — alup, wy)

= a(u,wp) — (f, Rwp) — b(vy, — up, pn)-

Now, since wy, € Vp, we have b(v, — un, pr) = 0, and by property (2.22) integration by
parts shows that

(f7 Rwh) = (—I/A’U,, Rwh) + (VPa R’U)h) = <_ diV(V&’(U)), R’ll]h)
In total we have the estimate, again by integration by parts we get
a(u — up,wp) = (—div(ve(u)), wp, — Rwy) = ((id — H%_Q)(— div(ve(uw))), wn, — Rwp,),

where we used (2.21) in the last step. Note, that in the case where the reconstruction
operator fulfills no orthogonality properties (kr < 1) we simply set H’E;:‘Q = 0. Using the
approximation results (2.20) and the Cauchy-Schwarz inequality then further gives

a(u —up,wp) < [|(id — TR 2) div(ve(w))||oh | wa1-
By the continuity of a and a division by v we conclude
lwnll} < [lon = ullilwall + hll(id — T 2) div(e(w)]o,

which proves the statement. O
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In the following we aim to define a reconstruction operator R that fulfills above proper-
ties. For the ease we only consider the case d = 2 but note that these findings can also
be extended to three dimensions. In the case of a conforming velocity approximation and
a discontinuous pressure approximation, the reconstruction operator is given by an inter-
polation operator into the H (div)-conforming Brezzi-Douglas-Marini space of appropriate
order, where (as a short reminder)

H(div, Q) := {v € L*(Q,RY) : div(v) € L*(Q)},

hence L? functions whose weak divergence is also in L?(2). Note (see also Section
2.1) that the normal trace operator ~,, can be continuously extended onto H (div, ). This
motivates to approximate the H(div,2) space by a normal continuous polynomial space.
To this end we define the space

BDM* :={v;, € H(div,Q) : v|7 € P*(T,R%)}
={vy, € P*(T5,RY) : [up, -n] = 0 on all F € F},

where the jump is defined as in (2.33a). Whereas the “one to one” mapping is the proper
mapping for standard H'-conforming finite element spaces (because it preserves continu-
ity) the correct mapping for the BDM-space is given by the Piola mapping. To this end let
¢r : T — T be the (affine) mapping from the reference to the physical element, and let
Fr := ¢/ denote its Jacobian. For a functions ¢ € L2(T) we define the Piola mapping by

P@)() = —

= MFT&@) with 2 = ¢p(2).

Lemma 4. Lets € H(div,T) and seto = P(5). Then we have

1

div(o)(z) = qot(Fr)

div(c)(z) with == ¢p(z).

Proof. Follows immediately using the definition of the weak divergence and is left for the
reader as exercise. m

The corresponding finite element for BDM* and every T € 7}, is based (for example) on
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the following set of functionals
of'(v) .= {/ v-nrpds:r, € PP(F),YF C GT} , (2.25)
F

oL (v) = {/Tdiv(v)sh dz : s, € Pk—l(T)/R}, (2.26)

ol (v):= {/ v- ( w2 ) Ihdx 1, € Pk_Q(T)}. (2.27)
T —I

Remark 8. The last group is named curl since the function (z3, —z1)T1;, all have a zero
divergence but a nonzero curl.

In the following we prove that these functionals are linearly independent. To this end we
first show that we can map them to the reference element 7'.

Lemma 5. Let v be such that v = P(v), then the functionals (2.25),(2.26) and (2.27) are
equivalent to

oF (v) = {/ b-nipds : 7, € PP(EF),VE C af} , (2.28)
F

ol (v) = {/ div(0)3p, di: : 55, € Pk—l(T)/R}, (2.29)
T

o1 (v) = { / 0 ( x; ) Indi ) € PH(T)} : (2.30)
T —41

Proof. In the following we use a one to one mapping for the testing polynomials, i.e. we
have rj,(z) = #1,(2), sp(z) = 8,(2) and Iy (z) = [,(2). Now let F' be a facet of the reference
element T such that F = ng(F). Following (2.4), the normal vector has the relation

_ det(FT)

= F:Th,
" det(FE)" T "

where FY is the Jacobian of ¢ . This shows that for all 7, we have

1 N det(FT) “Toaa Fy g~ /A “An A
. ds = Fro- F det(Fp)ds = : ds.
/Fv nry, ds /pdet(FT) 70 det(FE) T nrp, det(Fr ) ds Fv nrp, ds
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Similarly we have by Lemma 4 for all s,

1
: _ div (i) d
/lev(v)shdx /Tdet(FT) iv(0)sy dx

_ /T (m(lFT) div(0)3, det(Fr) di = /T div(0)3 di .
For the last group we first have to observe what mapping has to be chosen. To this end
we set 1m(2) 1= (&2, —21)" 1, (&) and define m(z) := FTi(2) (this is called a covariant
transformation and is used for H (curl)-conforming functions). We will now show that this
mapping preserves the space. For the ease we now only consider the case where ¢ (2) =
x = Fri (hence no translation is included). Together with the rotation matrix

0 1
R = ,

m(x) = Fp (&) = Fp” ( ) In(@) = F; "R ( ) (%) = Fy " RF;! <x> ().

we see that

Since R is skew-symmetric, and F;; ' RE; ! is also skew-symmetric, there exists a constant
¢ € R such that F;,TRF;! = ¢R, and thus since I}, = I, is arbitrary we get with the
substitution 1;, — ¢l

m(z) = F7"RE! <“"1> I,(#) =R (“") In(z) = ( 2 ) I ().
X9 T2 —T1

In total this gives

T2 1 o[ %2 ), . /A To \ s .
v - lpdr = —Frv - F Iy, det(Fp)dx = e I, dz .
/T (-331) " /Tdet<FT) g T <—i”1> n det(Fr) T <—5i'1) "

O]

Next we continue with the proof of the linearly independence of the first two groups.
Lemma 6. The functionals (2.28) and (2.29) are linearly independent.

Proof. Let #, € P¥(9T,R) and 8, € P*~1(T",R)/R such that

/A 7p0p - N dS +[ div(@h).§h dz =0 VYo, € Pk(T,R2).
oT T
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We show that this induces #;, = &, = 0. In a first step we take the choice
@h = (i23j1§h,i‘23j2§h)T(1 — jl — 532)

. This gives that ¢, - » = 0 on the boundary, and so using integration by parts above
conditions gives

/[@1(8£1§h)2  0(0s,50)2)(1 — 31 — 9) dit = 0,
T

thus V3§, = 0 (since all terms are positive) which gives s, = 0. On the face [}, see
Figure 2.1, we now set o, = (21qx,0)T or o, = (0, #2q,)T, where ¢, € P*~1(Fy). This
shows since

/ f’hithh ds = / f'h.fzqh ds = / thh ds = 0,
Fo Fo Fo

where we used that ;1 + 2 = 1 on Fo. In total this shows that #, vanishes on Fo. In a
similar way we continue on £} and F, to conclude that 7, = 0 on 97" O

We are now in the position of proving the linear independence, to this end we first further
introduce the space

H* := {ay, € P*(T,R?) : 4y, - 1 = 0 on 9T, div(dy) = 0}.
Lemma 7. The functionals (2.28), (2.29) and (2.30) are linearly independent on P* (’_f“, R?).

Proof. For a given ¢, € P*(T,R%) assume that all functionals (2.28),(2.29) and (2.30)
vanish. In the following we show that this induces that o, = 0. A counting argument will
conclude the proof. Since v, € IPk(T, R?) we first choose 7, := ¥y, - 1. Then, the first group
shows that the normal trace of v;, vanishes. Next, set §;, := div(9,) — c where ¢ € R is
such that s, has a zero mean value. Then the second group and the Gaussian theorem
show

0= / div(6y)3, dit = / div (@) div(i) dé —c /

Aﬁh-ﬁdéz/div(ﬁh)Qdfc.
T T oT

T

and so vy, has a zero divergence. A counting argument shows that the first and second

group given by (2.28) and (2.29) result in 3(k + 1) + @ — 1 constraints. This shows,
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that the dimension of H* is given by

Bk+1) | k(k—1)

dim(H*) = dim(P*(T,R%)) = 3(k + 1) — = 2

= dim(P*~%(T, R)).

This shows that
HF = {a), € P*(T,R?) : @y, = cwrl(b;&), &, € PF2(T,R)}

because every Curl(bféh) is divergence free and has a zero normal trace. In total this
shows that we find a (fixed) function &, € P*=2(T) such that 4, = curl(b;&,). By choosing
I, = &, we have

0= /TCUTl(ngh) ' ( x; ) & di = /Tv(bféh) ' (il) &, d
—41 2
= _A%bféh le( (z;) Ah) d:f)
= - / bféh(diw(fgl))éh + (“?1> V(&) di
T o) )

— 2 a4 _1 . F2N 1 N

= /TQbehd:c 2/TbTV(§h) <i2> dz
1 [ [ A

— _/T2bT§%dx+2/T§}2Ldlv( (z;) bT) dz

~ 1 T ~
— —/bT§§ dz +[ (i“) -V (b;)E2 di
T 2 Jp \ o

On the reference element we have A\; = 21, Ay = &2 and Ao = (1 — &1 — Z2). Further, the
bubble is given by b7 = AgA1 2. This gives

=

1 1 1
—bs+ 5 (;) -V(bs) = —XoAida + 5)\181()\0)\1/\2) + 5/\262(A0A1A2)
2

1 1
= —AoA1 Ao + 5)\1[)\0)\2 + 81()\0)\2)] + 5)\2[)\0)\1 + 82()\())\1)]

1 1 o
= 5)\181()\0)\2) + 5)\282()\0)\1) = —T1Z2.
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In total we have (by a scaling with —1)

/ F12962 A2 = 0,

T

and since #;,#; > 0 on T this shows that &, = 0. We conclude the proof by a simple
counting argument. O

Remark 9. Above proof shows that the third group can be changed to the following set

o (v):= {/Tv ceurl(bply) dz < 1, € IP’“_Q(T)} .

Based on the functionals (2.25),(2.26) and (2.27) we define the reconstruction operator
R : Vi, — BDM*® such that for an arbitrary v, € V3, we have

/ (v, — Rup) -nrpds =0 Vry, € PFR(F)YF C 0T,
F

/ div(v, — Rop)spde =0 Vs € ]P’kR—l(T)/R,
T

/(v — Rup,) - ( 2 ) lnde =0 Vi, € PPR7%(T),
T

—1
then we have the following properties.
Lemma 8. The operator R : V;, — BDMP*® fulfills the properties (2.20), (2.21) and (2.22).

Proof. Since the first group (2.25) shows that R preserves constants, the approximation
property (2.20) follows by standard scaling arguments and the Bramble Hilbert Lemma.
Now let vy, € Vy, and ¢, € Qp be arbitrary. On every element T' € 7, we can split
an = qf) + g with ¢} € P*==1(T) \ R (since kr = kg + 1) and ¢} € R. Then, the first two
groups show that

Oz/div(th)qhdx: Z /div(th)q?de—l—/diV(th)q}ldx
Q TET, T T

= Rup, - ngj) ds + / div(vp)qp dz
TeT;, oT T

= Z/ vh-nq2d5+/div(vh)q}bdm:/div(vh)qhdx:().
aT T Q

TeT,

Next note that the reconstruction operator preserves the homogeneous Dirichlet boundary
conditions in normal direction, i.e. R(vp) - n = 0 on 992 which shows that div(Ruvy) € Qp.
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Choosing ¢, = div(Rwvy,) in above observations then gives div(Rwvy,) = 0, thus (2.22) holds.
For (2.21) first note that on each element we can split the polynomial space Pk=—2(T,R%)
into (see for example in [29])

PkR=2(T R?) = VP*R~Y(T,R) @ < 2 ) PkR=3(T R),
—x
and thus, the orthogonality follows by the definition of the functionals. O

Example 12. We now consider the P2IP0 example. To this end we set kg = 1, thus
the reconstruction operator maps into the space of linear H(div)-conforming polynomials.
Theorem 17 gives the best approximation result

lu—uplly S inf flu—wslly + Al div(ew)]o.
v EVR

Although Theorem 16 shows that the infimum can be bounded by O(h?), the second term
limits the order and we get in total

[[u = unlly < Rllull2.

Nevertheless, since the P2P0 element in general only shows a linear convergence, this is
the result we expected.

Example 13. Now we consider the P2-bubble element. Here we have kx = 2 and so
Theorem 17 gives the best approximation result

lu—wup|1 S inf ||lu—wvp|l1 + A)/(Ed — Hg—h) div(eu)|lo-
vRLEVR

Using the approximation properties of the L?-projection we can bound the second term by

1/2

hl|(id - TI% ) div(eu)llo Sh [ D R3]
TET

and thus by Theorem 17 we have again in total (assuming enough regularity)

lu —unllt S B?|ulls.
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2.6 (Hybrid) Discontinuous Galerkin methods for the Stokes
equation

2.6.1 (Hybrid-) Discontinuous Galerkin methods for the Poisson equation

In this section we aim to derive a new non-conforming finite element method for the ap-
proximation of second order problems. For the ease, we only consider the scalar Poisson
equation for now and extend the results to the Stokes equations later. We aim to solve the
model problem: Find » such that

Au=Ff inQ (2.31)
u=up onofl. (232)

Since there are several different definitions of the jump and the mean value in the litera-
ture, we give a precise definition as we use it within these notes in the following. To this
end 77 and 75 be two elements with a common edge F, and let n; and ns be the two
outward pointing normal vectors. Further, for functions v € H(Ty,R) U H'(T,,R) and
€ HY(T1,RY) U HY(Ty, R?) we set v; := v|r,, 7; := 7|7, with i = 1,2. Then we define

folt = %(vl + v2), (2.33a)
[v]* = v1 — vg, (2.33b)
fr} = %(71711 — Tana), (2.33c)
[T n] :=mni + mane. (2.33d)

In the case where F' is on the boundary 02 we further set

{} == minq,

[r-n] :=min.

Remark 10. Here the symbol -* should highlight that there is a direction included in the
definition. However, as we will see later, changing the direction in both terms [-]* and {-}*
will give us the same formulations later.
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The Nitsche penalty method

Before we start with the derivation of the final method we first discuss two discretisation
technigues which are often called the Nitsche penalty method. The first method shows
how we can incorporate above the Dirichlet boundary conditions in a weak sense. To this
end we multiply the first equation of (2.31) with a test function that does not vanish at the
boundary. Integration by parts then gives

/Vu-Vvdx— Vu-nvds = fvdz.
Q oN o0

Using that « — up = 0 on the boundary, we can add a consistent term to get

/Vu-Vvdx— Vu-nvds— Vv - nuds = fodx — Vv -nupds.

Q o0 o0 o0 o0

In order to obtain stability of the method (as proven below) we further add a stabilization
integral to define the bilinear form and linear form

N1 O[kf2
a"(u,v) = [ Vu-Vodr— Vu-nvds— Vov-nuds+—— uvds
Q

o0 o0N o0

ok?

() =

= upvds,
o0

fvdx—/ Vv - nupds+
09 h Jaa

where « has to be chosen sufficiently large. Note, that above bilinear and linear forms are
not well defined for functions in H' since, beside evaluating the traces at the boundary we
further need the values of the normal derivative which is only well defined if Vu € H(div).
Now let VN := P*(T;,,R) N H'(Q), then we define the problem: Find w;, such that

aNl(uh,vh) = le(vh) Yoy, € Vth.

For the analysis we now define the discrete H'-like Nitsche norm

]{2
[unlFr1 == [IVunld + ;IIUI%Q-

Lemma 9. Assume that o > 0 is sufficiently large, then above bilinear form a™'(-,-) is
coercive and continuous on V;N'! with respect to the norm || - || n1.

Proof. The crucial ingredient for the stability analysis is the inverse inequality for polyno-
mials as given in Theorem 1. Using this estimate on each boundary element separately
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we get in total for the normal flux

k’2
[Vun - nll3e < el Vunllpe < WI\WhH% Vuy, € V'

By the Cauchy-Schwarz inequality we then immediately derive continuity. Next, applying
Cauchy Schwarz and Young’s inequality for the integral including the normal derivative we
then further get with above inverse inequality

ak?
™ un, ) = [Vunlfy =2 [ T ds+ %5 funl B
o0

h ek? ak?
> |V ||g, — @Hvuh nl30 — TH“hH?)ﬂ + THuhH%Q
c1 (a — g)k?
> (1= )| Vunla + === lunl0.
9
Choosing a > ¢; and ¢ < «, shows coercivity. O

Note that we can not apply the standard theory to derive an apriori error estimate since
a is not continuous on H' and so we can not derive Céa like best approximation results.
Nevertheless we could directly estimate the interpolation error ||u, — Inu|| n1-

Above technique provided a method that incorporates the boundary conditions in a weak
sense. In a similar way we can also derive a method that enforces weak continuity between
two domains. To this end assume that we split the domain into two parts, i.e. we have
0 = Q1 U Qy with v := Oy N Q. Further we consider for simplicity the case where the (for
the ease homogeneous) Dirichlet boundary conditions are incorporated in a strong sense.
With u; := ulg, and uy := u|q, we have the problem

—Au=f in Q,

Uy = Us on -+,

Vuy -ny = —Vug-ng 0N,
u=0 on 0f),

where n; and ns are the outward pointing normal vectors on Q; and €., respectively. Test-
ing the first line of above problem with a domain wise smooth test function that vanishes
on 99 and applying integration by parts on each subdomain gives

Vup - Vo de — / Vui -njvi ds+ Vus - Vg dx — / Vug - novo ds = / fu,
Y Y Q2

Ql QQ

where as before v; := v|q, with ¢ = 1, 2. Extending the definition of the jump and the mean
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value in (2.33a) to the above case (i.e. set 71 = 2, and T; = 5) we see that
— / Vuy - nyvy ds — / Vug - ngvg ds = — / {vVu} o] + {v}[Vu-n]ds.
Y Y Y

Thus, using the continuity of the normal flux [Vu - n] = 0 we get in total

/QVu-Vvdx—[y{{Vu}}*[[v]]*ds—/va.

Note, that if we change the numbering of the two subdomains, the definition of the mean
value {-}* and the jump [-]* changes in the same manner, thus in total we get the same
formulation, see also Remark 10. As before we add a consistent symmetric term (using
that the exact solution u is continuous) and a stability term to get the variational formula-
tion: Find uy, € V;¥? such that

a"?(up,vn) = fN?(0n) Vo € VN,
with the discrete space
VN = (v, € HY(Q1,R) U HY(Q2,R) : vp|7 € P*(T,R), v, = 0 on 99}
and the bilinear and linear form
a2 (up,, vp) ::/ Vuy, - Vuy, dx—/{Vuh}}*[[vh]]*ds
Q Y
— [ AV} Tunl” ds +—— | [ual™[va]" ds,
Y h il
V2(vy) ::/ fopde.
Q

Above method is now stable in the norm

2 .
lunllive = 1Vunllg, + [Vunllg, + < 1lual 115

The stability proof is left as an exercise.

The discontinuous Galerkin method

The idea of the discontinuous Galerkin (DG) method is to use a Nitsche penalty technique
to enforce weak continuity on each facet of the triangulation separately and to further
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enforce Dirichlet boundary conditions in a weak sense. The final result is the symmetric
interior penalty discontinuous Galerkin (SIP-DG) bilinear form given by

aP (u,v) := Z /TVU-Vde— Z /F{{VU}}*[M]*ds

TeT FeFy
F%;h/F{{vv} [u] ds+F§h ; /F[[ I°[o]" ds.

and the right hand side by

2
PG () Z:/fUdZL‘— Z /uDV%n—I—a:uDvds.
Q F

FeF

Using the space of piece wise polynomials P*(7;,,R) as approximation space we then
have the problem: Find u;, € P*(7;,R) such that

aDG(uh,vh) = fDG(vh) Yy, € IP’]"(’E,R).

For the analysis we extend the ideas of the previous section and define the norm

Ko
lunlbe == D IVunllz+ > 7y ] [
TeTh FeFy

Above norm can be interpreted as a discrete H'-like semi norm. Note, that in the lowest
order case, i.e. k = 0, the first sum vanishes. Then the norm of the jump divided by
the h can be interpreted as a difference quotient at each facet, hence we still measure
a derivative like quantity. Following similar steps as in the proof of Lemma 9 one can
show that the bilinear form a”¢ is again coercive and continuous (on P*(7;,R)). The error
analysis needs a detailed investigation but will not be presented since it follows similar
ideas as the analysis presented in the next section.

Note that beside the SIP-DG method a lot of other DG schemes can be found in the
literature. An overview and a unified analysis can be found for example in [3].

There are several different motivations for using a DG method instead of a standard
continuous Galerkin (CG) approximation as discussed so far. Particularly, as we will see
later, DG methods are well suited for convection equations since they allow to incorporate
a very smart stabilization mechanism. Nevertheless, although DG methods earned a lot
of attention in computational fluid dynamics, they have a crucial disadvantage when we
consider standard second order elliptic problems. First of all, compared to a CG method
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the number of degrees of freedom is much higher (on the same mesh) and secondly, even
worse, the number of non-zero entries per row in the system matrix is much higher. In
Figure 2.4 we have plotted the sparsity pattern of two discretizations of problem (2.31)
where Q = (0,1)2. We have fixed the polynomial order k£ = 5 and compare the non-zero
entries of a standard H'-conforming approximation (left) and a SIP-DG method (right). As
mentioned above we observe that the inter element coupling, i.e. the number of non-zero
entries per row, is much worse for DG. In the next section we present a technique how this
increased coupling can be eliminated.

O
LT p - S
U -
S =
I =
=
i T A

S ———————==—n"——

Figure 2.4: Sparsity patterns of a continuous Galerkin and a discontinuous Galerkin ap-
proximation of the Poisson problem with £ = 5 on a regular triangulation with
8 elements on the domain = (0,1)2. Left we see the pattern of the system
matrix (CG) of size 121 x 121 of the CG approach and right the pattern of the
system matrix of size 168 x 168 of the DG approach.

The hybrid discontinuous Galerkin method

The main idea of a hybridized discontinuous Galerkin approximation is to reduce the in-
ter element coupling of two adjacent elements by introducing additional unknowns at the
facets. Although this further increases the number of unknowns, we can apply a static
condensation technique to eliminate all local element unknowns. For this then only small
local element matrices need to be inverted (what can be done in parallel manner). The
final system that is solved then only includes the facet unknowns.

Let v, € Vj, with V, := P*(75,,R) be an element wise smooth test function. Assuming
enough regularity of the exact solution, testing (2.31) with v;, and using integration by parts
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onall T € T, gives

Z / Vu - Vupdr — Vu -nup ds = (f,vp).

TeTh

Since the normal flux of the exact solution is continuous we have

Z vu nopds =0 Vo € Vj, := {0}, € P*(F,,R) : 6, = 0 on 9Q}.
TeTh

Note that similarly as in the derivation of a CG methods, the facet test functions vanish on
the (Dirichlet-) boundary. Adding these two equations gives

> /vu Vvhda:—/ Vu - n(v, —op)ds = (f,vp).

TeTh

Here the terms (v, — 03) read as a hybrid version of the jumps used in the derivation of
the DG method. Since the exact solution is continuous across element interfaces we may
again add a consistent symmetric and stabilizing term to define the bilinear form

a'™PC ((up, p), (v, ) Z /Vuh Vvhdx—/ Vup - n(vy, — op) ds

TeTh
ak? . R
— Vo - n(up — p) ds +—— (up, — ap)(vp, — Op) ds,
aT h Jor
and the problem: Find (uy,, 4y,) € V;, x Vj, such that
CLHDG((uh,ﬁh), (’Uh, f)h)) = (f, Uh) \V/(’Uh, f)h) S Vh X Vh. (234)

For the stability analysis we introduce the broken Sobolev spaces
H(Th,R) := {u € L*(Q,R) : ulr € H(T,R) VT € Tp},

with the broken norm ||u|? (T - E Hu||H ()~ Since the boundary integrals of aPG
h

demand for a higher regularity we defme the following continuous spaces

Ve .= HY(Q,R) N H*(T,, R),
Ve .= {i € L*(Fy,R) with & = 0 on §Q}.

In a first step we show that the HDG method is consistent.
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Lemma 10. Letu € H}(Q,R) N V™8 be the weak solution of (2.31) (withup = 0) and let
@ := u|f,. The HDG formulation (2.34) is consistent, i.e.

afTPC ((u, ), (v, 0p)) = (f,von)  Y(vn, 0p) € Vi, X V.

Proof. By the continuity of the exact solution (v — 4 = 0 on all F' € F;,) we have

afTPC ((u, 0), (vn, 0p)) = Z / Vu - Vupdr — Vu-n(vy, —0p,)ds.
TeT;, T oT

Next, since we assumed that f € L?(Q) we also have f = div(Vu) € L?(Q) thus Vu €
H(div, ). Since this implies that the gradient is normal continuous we have as vy, is single
valued on the edges

> | Vu-niyds=0.
TET,, arT

We conclude by an integration by parts argument. O

Next we define two norms

) 2 A
Cuns @[3 5 = D I VunlF + 7 llun = anll5r
TET

k2 . h
The = D IVunlld + 5 lun = anl3r + 5l Vun -3y
TeTh

| (un, i)

By means of these norms we can proof the following stability results.

Lemma 11. Let (vp, 1) € V), X V,,. There holds the norm equivalence

[1(on, On) ln ~ [ (0n, On) |1,

Proof. Follows immediately by the inverse inequality1. O

Since the inverse inequality only holds for discrete functions the second norm is needed
to prove continuity on V x V.

Lemma 12. Let the stabilization parameter o > 0 be sufficiently large. The bilinear form
af1PG js continuous on (V'8 x V&) + (V, x V},), i.e. there holds

P ((u, ), (0,0)) S 1w @) 1p,ell (0, 0) e Y, @), (0,8) € (VI x VI) 4 (V, x V).
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Proof. Follows by the Cauchy-Schwarz inequality and is left as exercise. O

In contrast to the continuity result, the bilinear form is only coercive on the discrete
space.

Lemma 13. There holds the coercivity estimate
aPC ((un, ), (wn, @n)) 2 [ (uns @)l Y (un, ) € Vi x Vi (2.39)

Proof. The proof follows with the Cauchy Schwarz, the Young and the inverse inequality for
polynomials similarly as in the stability proof of the Nitsche penalty methods, see Lemma
9. This immediately shows why coercivity only holds on the discrete space. O

Theorem 18. There exists a unique solution of the HDG variational formulation (2.34).
Further, let w € H}(,R) N V™8 be the exact solution of (2.31) (with up = 0) and let
@ := u|z,. There holds the Cea-like best approximation result

I =, @ = ap)llipe S inf o fl(w = vp, @ = 0n)[[1,0,
(vh,ﬁh)GVhXVh
Proof. Existence and uniqueness (of the discrete method) follows with the Lax-Milgram
theorem, Lemma 12 and Lemma 13. For the best approximation results let (v, 7,) €
Vi, x V;, be arbitrary, then the triangle inequality gives

(v —up, @ — p)l[1,n < (U= vp, @ — Op)[[1,00 + (V8 — Un, On — Up)1,5,%-

Using the continuity of the exact solution Lemma 10 gives the Galerkin orthogonality
aPC ((w — wp, @ — 1), (vn, 1)) =0 V(vn, 0p) € Vi, x Vi,
thus using Lemma 13 and Lemma 11 we have

[ (v = wn, O — ﬁh)Hih,* ~ (v — un, o — ah)”%,h
< afPC (v, — up, 0n, — ), (vn, — up, on — 1))
a’HDG((vh - uaf)h - ﬁ)? (Uh - U,’lA)h — ’&))
S (w = vny @ = o) [l sl (v — wn, On = @n)[|1p5-
O

Lemma 14. Letu € H}(Q,R) N H'(T;,,R) be the exact solution of (2.31) (with up = 0)
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and let i := u|r, , there holds the approximation result

[(w = wp, @ = ap)|l1pe S Bl gsa (),
where s = min(k,l — 1).

Proof. Let Iy pe : V™8 x V™8 — Vj, x V}, be the element and facet wise L2-projection, i.e.
we have Iy pa(u, @) = (I u, 1% 4). Scaling arguments and the Bramble-Hilbert Lemma
show that there holds the approximation result (assuming enough regularity)

D6 (w, @) = (w, @)1 ps S Pul g ,).-
Then the result follows by Theorem 18. O

We finish this section with a discussion regarding the computational costs and the spar-
sity pattern. As mentioned in the previous section, a main disadvantage of a DG ap-
proach is the increased coupling between neighbouring elements, see right picture of
Figure 2.4. Although an HDG further increases the number of unknowns, the sparsity pat-
tern, of the condensed system, is much smaller. To analyse this in detail we define for all
(up, tin), (vn, 0n) € Vi, x V4, the bilinear forms

k?
aTT((uh,o),(% Z /Vuh Vvhd:c+/ —Vuy - nvp, — Vo, - nuh+a7uhvhds
TeTh
TF N ak? N
a” " ((up,0),(0,0p)) Z Vuh -nop ds ——— upOp, ds
h Jor
TeTh
FT (i ak?
((0,ap), (vp,0)) == Vo, - niy ds ——— vplp ds
TGT or h Jor
k:2
FE(0,an), (0,81)) == Y O‘h / dpin ds .
TETh or

Note that a”’P¢ = ¢TT+aTF 4o T +aF'F . Using again uy, @y, as symbols for the coefficients
of the solutions, the discrete problem (2.34) can be written as

ATT AFT up\ fh
ATF  AFF i, - 0

where ATT ATE AFT AFF gre the corresponding system matrices of o’ o™, ot a''F,
respectively and f;, is the right hand side vector. Since A7 is block diagonal we can invert
it on each element separately (computational cheap!). This allows to condense the local
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variable u;, = (ATT)~1(f — A¥T4;) and thus we get
(AFF . ATF(ATT)_IAFT)ﬂh — —ATF(ATT)_lf.

In Figure 2.5 we can see the sparsity pattern of the corresponding matrices. On the
left side we can clearly see the sub matrices AT7, ATF AFT AFF and the block struc-
ture of ATT. On the right side we see the much smaller condensed system of (AFF —
ATE(ATT)=1 AFT) that needs to be solved.

Remark 11. Note, that the local matrices are invertible since on each element T' € T,
the bilinear form a7 equals the Nietsche bilinear form a™¥! for the case Q2 = T. Hence,
inverting A”T corresponds to solving a Poisson problem on 7" with a weak incorporation
of homogeneous Dirichlet boundary conditions on 97T

Figure 2.5: Sparsity pattern of a hybridized discontinuous Galerkin approximation of the
Poisson problem with £ = 5 on a regular triangulation with 8 elements on
the domain Q = (0,1)2. Left we see the pattern of the system matrix of size
264 x 264 before static condensation and right the pattern of the system matrix
of size 96 x 96 after static condensation.

2.6.2 Hybrid discontinuous Galerkin method for the Stokes equation

We now want to apply the HDG techniques from the previous section also to the Stokes
equations.
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A fully discontinuous approach

We define the discrete spaces as

Vi = Pk(ﬁuRd)a
Vh = {@h S ]P’k(]:h,Rd) i

0p, = 0 on 90},
Qn =P 1(T,,R) N Q.
On these spaces we define for all (up, ap), (vh, 0p) € Vi X Vi, and ¢, € Q), the bilinear
forms
aHDG((uh,uh (vn, 1)) Z / ve(up) : e(vp)dx —/ ve(up) - n(vy — 0p) ds
TeT,
N vak? R R
- / ve(vp) - n(up — ap) ds + o (up, — ap)(vp, — p) ds,
T
Up, Up,), Z / div(up) hd:U—i—/ (up, — Up) - ngpds.
TeT

The definition of the incompressibility constraint follows the same ideas as in the derivation

of af'PC (see also the proof of the consistency Lemma below). Now we have the problem
Find ((uh,ﬁh), ) S (Vh X Vh) X Qpn such that

bHDG((

a" P ((up, i), (v, o)) + b7 PE((

bHDG((

Vhy On), Ph) =

(fovn) Y(vp,n) € Vi x Vi, (2.36a)
up, Up), qn) =0

Vg, € Qn.  (2.36b)
Again there holds the following consistency results

Lemma 15. Letu € H}(Q,R?Y) N H?(T;,,RY) with @ == u|x, andp € Q N H'(T;,R) be the
exact solution of (2.7). There holds the consistency result

aHDG((u7a)7 (’Uhaﬁh)) + bHDG((,Uh7@h)?p) = (f7 Uh) V(’Ufh@h) € Vp X Vh
u, a)th) =0

bH PG (( Yan € Qn.

Proof. Similarly as in the proof of Lemma 10 the regularity f € L?(Q, R%) shows that f =
i U

—div(ve(u) + pI) € L?(92, R?) which gives that the stress ve(u) + pI is normal continuous
and thus since v, is single valued we have

Z/ —ve(u) +pl) - nopds =0
or
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2 The Stokes equations - Theory of mixed finite elements

Using the continuity of the velocity solution and integration by parts locally on each element
then gives

aHDG((uva)v (Uhv {)h)) + bHDG Uhavh Z / V5 Uh d-T - / VS(’LL) -nvp, ds
orT

TeTh

+ Z /le U, pd;v+/ vy, - npds

TETh,

= Z / div(ve(u) + pI)vpdz

TeTh

—Z/f vpdx .

TeTh

O

Since all the techniques from the previous section can be adapted to prove continuity
and (kernel) coercivity of a’P“, we only discuss well posedness, i.e. continuity and the
inf-sup condition, for the incompressibility constraint 4%, To this end we extend the
definition of the norms | - ||, and | - |14 onto the vector valued velocity spaces V;, x V.
On the pressure space we use the L2-norm and further introduce the norm

915 = Y llanllF + hllgll3s-
=

Similarly as in the previous section, the norm ||¢||o « is needed to prove continuity of above
bilinear forms with respect to the spaces

vres .= HY(Q,RY) N HY (T, RY),
Vs .= {4 € L*(Fy,RY) with & = 0 on 09},
Qreg = L%(Q) NH' (7717 R)v

where the pressure space includes a local H' regularity such that the evaluation on ele-
ment boundaries is applicable. As for the velocity space, a scaling argument shows that
on the discrete pressure space there holds the norm equivalence

llarllo ~ llgnllox  Van € Q.

There holds the following stability result.
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2 The Stokes equations - Theory of mixed finite elements

Lemma 16. The bilinear form b PC s continuous

b Lllallos Yl in) € (V%5 x V™) + (Vi x Vh). ¥g € Q5 + Qn.

u,),q) < lu, @

and there holds the discrete LBB condition

bHDG((uha ah)? qh)

Lh

sup Z llanllo  Van € Qp.

(up,,ap)EVL XV, l|wn, @n

Proof. The continuity result follows simply by the Cauchy Schwarz inequality. The LBB
proof follows with the technique of the mesh dependent norms and an adaption of the
results of Theorem 13 (where we need to exchange b by b°%). For this note that the
Clément interpolant vy, := I¢v for all v € HE(Q,RY) is continuous and thus particularly also
an element of Vj,. Thus by setting 0y, := v |7, we further have ||vy, O4|1,, = [|us||1 @nd the
arguments of Theorem 13 also hold for ¥ % This shows that it is sufficient to prove the
modified LBB

bHDG((

up, U
sup haUn)s qh)

- 2 \larllor  VYan € Q.
(up, )€V X V) ”uh7uhH1,h

Now let ¢;, € Q), be arbitrary, then we define on each element u; := h?V¢;, and with a
fixed normal vector on each facet further 4, := —h[q,]"n. Using integration by parts then
gives

PG (un, i), ) = /uh'VthJBJr/a —Up, - nqpds
T

TET, T
= Z /uh'VCIhdl’-i- Z /—ﬁh'n[[Qh]]*dSZ llanll5 ps
reT;, T Fer, ' F

Further we have

N k2 . k? *
s @nll = llunlF + 5y lun = anll3r = D WV anll7 + FHhQth + hlan] 0l 37
TeTh TeT),

By a scaling argument we have on each element h*||V2g,||2 < h%||Vgy||%. Next we use

the triangle inequality (and that |n| = 1) to split the boundary term into two parts

k’2 . ]{32 ]C2 .
Z %HhZth +hlan] |3y < Z ﬁ”hQVCIh”?aT + ﬁuh[[%]] 57
TETh T€Th
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2 The Stokes equations - Theory of mixed finite elements

By the inverse inequality, the first sum can be bounded again by the element terms since
1h2Van||2r S 1|2V gy ||%. In total this gives

N k?
lwns@nll2p S D P21V anlF + - 1hlanll3r < llgnlpe
TeT

where the constants depend on the polynomial order k. This proves that the modified LBB
condition holds true and thus we conclude the proof. O

Theorem 19. There exists an unique solution (up,4y),pr € (Vi X Vh) x Qy of problem
(2.36). Letu € H}(Q,R?) N HY(T;,,RY) with i := u|z, andp € L3(Q) N H'"1(T;,,R) be the
exact solution of (2.7), there holds the approximation result

. 1 1
l(u = up, @ — ap) || 15, + ;||p = pullos S P (ull grstr o7y + ;HpHHsm,))-

where s = min(k,l — 1).

Proof. The existence follows by Theorem 10 and above stability results. The approxi-
mation results are derived with the same techniques as in Section 2.5.5, above stability
results and the consistency results of Lemma 15. O

An H(div)-conforming approach

The definition of the bilinear form »P°¢ above shows that in order to guarantee consis-
tency we needed to add the additional terms

> /aT(uh —p) - ngpds.

TETh

From a more mathematical point of view, the integrals on the boundary can be interpreted
as additional edge distributions that results from taking the weak divergence of a discon-
tinuous function u;,. These findings motivate to define an HDG method that lies between
a fully H'-conforming and a fully discontinuous approach as above such that the weak
divergence (but not the full gradient) is well defined. To this end we define the following
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2 The Stokes equations - Theory of mixed finite elements

discrete spaces

Vi, :=BDM* (T3, Q) N Hy(div, Q)

={vy, € P*(T;,,RY) : [up, -n] =0onall F € Fy,v,-n=00ndQ },
Vi, :={op, € P*(Fp,RY) : Op|p - n = 0VE € Fp, 0 = 0 0n 90},
Qn =P (Th, R) N Q.

Hence, in contrast to before the velocity space V}, now is normal continuous and by that the
weak divergence is well defined. Note, that the facet space V, only consists of polynomials
in tangential direction, thus for example in two dimensions we have on each F' € F; and
f}h € Vh

onlp € {t&, - & € PE(F,R)},

where t is the tangential vector on F. Since the facet space is needed to incorporate H'!
conformity in a weak sense, and normal continuity is already considered in V}, it makes
sense that V}, only lies in the tangential plane. Next, let v (-) = -+ be the tangential projec-
tion on each facet, i.e. we have

V) =y = ¢ — (¢ -n)n,

for all smooth enough functions ¢, then we define for all (uy,, ), (vp, 91) € Vi, x Vj, and
qn, € @y, the bilinear forms

aHDG((uh,uh (U, 0p)) Z / ve(up) : e(vp)dx —/ ve(up) - n(vp — Op)e ds

TeTh

R vak? R .
— / ve(vp) - n(up — p)e ds + W (up, — Up)¢(vp — Op)e ds,
oT oT

bHDG (un qn) Z / div(up)qp, dz,
TeT,

and the problem: Find ((up, @s),pr) € (Vi x Vi) x Qp, such that

P ((up, i), (vn, 0n)) + b2 (v, ) = (foon)  V(vn, 0n) € Vi x Vi (2.37a)
7P (wy, q) = 0 Yan € Q. (2.37b)

Note that a"P“ now only includes tangential jumps. Further, since V;, ¢ H(div,2) we
have that 6P (uy,, q,) = —(div up, g, ). With the same techniques as before we can easily

77
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proof that (2.37) is a consistent method. By defining the discrete velocity norms now as

2
(@)1= D IIVUI|T+*H(U—@)tII§T

T€Th

and again use the L?-norm on the pressure space we further have the stability result

Lemma 17. The bilinear form b PC js continuous on

TP (wnqn) S (OO IVuRllF) llanllo V(un, qn) € (V7 + Vi) x Q.
TET

Further there holds the discrete LBB condition

bHPY (uy, qp)
sup —_—

Z HQh”O \V/Qh S Qh-
(unsin)eVix i, |Whs GnllLn

Proof. The continuity follows with an element-wise Cauchy-Schwarz argument. For the
ease we will again provide the proof only in two dimensions. The other case follows with
the same steps. Let Igpym : V' — V4, be the standard interpolation operator into the BDM
space as presented in 2.5.6, or as in [8], and let Hﬁrh : V = Vj, be the facet wise tangential
L?-projection, i.e. we have

/H}hﬁﬁhds:/ﬁ-ﬁhds VF € Fp, Nop € V.
F F

Then we define the Fortin operator Ip := (IBDM,Htfh). By the functionals of the BDM
interpolation operator we already have (using a restriction on V},) for all « € V' that

bHDG< bHDG(

Iru,qp) = u,qn) Van € Qn.

It remains to prove stability ||(7spyvu, T, @)|[1,n < [lull1, where @ = (u|r), on all facets F €
Fp,. On each element the H'- stability of the BDM interpolator already gives ||V Igpyulr <
|Vul|r thus using the triangle inequality we then have

2 2
[(Isovien T, ) < S 19l - ponre — w3 + 0 — T, )
TET,
We start with the last term. In section 2.5.6 we have proven that the Piola mapping is the
er mapping for the normal component. Similarly, one shows that the covariant mapping
is the proper transformation for the tangential components, i.e. it preserves the tangential
component. For the ease of notation we use a tilde in this proof to denote quantities on
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the reference element T (instead of 7'). Now let F C 9T with F = ¢T(F) and the function
@ such that u = F;T& (i.e. covariant mapped). Next note, that the tangential L?-projection
is interpolation equivalent, i.e. we have 1% 4 = 1%, (~u|F)t = FETH%(fL’ﬁ)f, where IT",
is the tangential L2-projection on the reference facet F and ¢ is the reference tangential
vector. This gives

(@ —ILa@)? ds = h™ @ — I %.

F

I~ T, a3y = [ (=T )7 s =n" [

On the reference element we use the continuity of the L2-projection and the trace inequal-
ity to get

WG = gl s < tlalE < (el + 1Vallz) < p= g+ 2l vallz,

where we used a scaling argument (using the covariant mapping!) in the last step. In total
this gives

k2 R _
> 5 @~ e, a)l5r < Y b2 Nulld + [ Vull7.
TeT, TeTh

With the same technique we also prove the other boundary term. To this end let w :=
(Ispmu — u), then as before we get the estimate

lwell3r < A2 w7+ IVwl7,

hence by the approximation properties (and the continuity) of Igpy we then have ||jw||r <
h||Vu| 7 and thus in total finally get

) 1
|(Tspmu, T, )17, < ) [ VullF + ﬁ“un% < lull?,
TeT,

and we can conclude with Theorem 14. O

Remark 12. Note that although above proof result does not provide robustness with re-
spect to the polynomial order k one can indeed show that the inf-sup constant does not
depend on k, see [28].

Remark 13. The continuity estimate can be trivially extended to (V& x V&) + (V}, x V},)
using || - ||1,» on the right hand side. Further note that we do need increased regularity
qn € Q™.

The remarkable property of the H(div)-conforming HDG approximation is that the dis-
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crete velocity is also exactly divergence free, i.e. there holds a “non conforming” kernel
inclusion property. To see this simply choose the test function ¢, = div(uy), then we have
for the solution u,, by the second line of (2.37) that

0= b"PC (up, qn) = _/ | div(up)|* dz = div(up) = 0.
Q

This immediately shows that the method is also pressure robust and we can derive the
following error estimate.

Theorem 20. There exists a unique solution (up, i), pp, € (Vi X Vh) x Qy, of problem (2.37).
Letu € H}(Q,R*))NH! (T, RY) with 4 := u|x, andp € L3NH'~*(T,,R) be the exact solution
of (2.7), there holds the approximation result

. 1 1
| (w = wp, @ — ap)|[1,h, + ;||p = pullo S P (lullgs+r¢m,) + ;HPHHs(Th))-

where s = min(k,l — 1). Further there holds the pressure robust error estimate

1w = uns @ = an)llins S 0ol s 7).

Proof. The existence follows by Theorem 10 and above stability results. The approxi-
mation results are derived with the same techniques as in Section 2.5.5. The pressure
robustness follows with the error estimates as in section 2.5.6 and the exact divergence-
free property of the discrete solution uy,. O

2.6.3 The MCS method

80



3 The stationary Navier-Stokes equations

3.1 Variational formulation of the stationary Navier-Stokes
equations

This chapter is dedicated to analyze and approximate the incompressible stationary Navier-
Stokes equations (1.13), thus including homogeneous Dirichlet boundary conditions we
aim to find a solution u, p such that

—vdiv(e(u)) +diviu®@u) + Vp=f in{,
div(u) =0, inQ,
u=0, onof.

In a first step we will derive the weak formulation of the above problem. Multiplying each
equation with an appropriate test function and integrating by parts we derive the weak
formulation: Find (u,p) € V x @ such that

a(u,v) + c(u,u,v) + b(v,p) = f(v) Yo eV, (3.1a)
b(u,q) =0 Vg € Q, (3.1b)

where the bilinear forms a and b are defined as for the Stokes equations in (2.11), i.e.
a(u,v) = / ve(u) :e(v)dz, and b(u,q) = —/ div(u)qdz. (3.2)
Q Q

The convective trilinear form ¢ can be defined in several different ways. For this first note
that by the incompressibility constraint (3.3b) we can derive the following identities

diviu®@u) = (u- V)u+div(u)u = (u- V)u = curl(u) x u + %V(uz),
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3 The stationary Navier-Stokes equations

thus c is given by one of the following forms

ov (w, U, v) = /Q(w-V)u-vdx,

Caio (W, 1, v) 1= /Q((w-V)u+;(div(w)u))wdm,
Court (1, U, ¥) 1= /Q curl(w) x w - vdz
Caen(1,10,0) = (e (,1,0) — v (1, 0,1)).

For the definition of cq;, we added the factor 1/2 because this will give us skew symmetry,
see lemma below. Further note, that in the case of c¢(w, u,v) = ccur1(w, u, v) the pressure
in (3.1) is redefined to the so called Bernoulli pressure p — p + %uQ. A crucial property for
the stability analysis is the property of skew symmetry of the convective trilinear form.

Lemma 18. Letw,u € H'(Q,R?), then
Ceurl (W, U, U) = Cokw (W, u, u) = 0.
If either w - n = 0 or ifu € H} (9, R?) we further have
cdiv(w, u,u) = 0.
If w is weakly divergence free and w - n = 0 on 0) we further have
ev(w,u,u) =0.
Further, letu,v,w € V, then there holds the continuity estimate
ci(w,u,v) S ||lwlli||ull1]jv]li  where i€ {V,skw,div,curl}.

Proof. The results for c..;1 and cq.y follow from the definition. For the rest we use integra-
tion by parts and the assumptions stated in the lemma. The continuity follows by several
applications of the Cauchy-Schwarz inequality. O

Remark 14. In the case of partial Dirichlet boundary conditions integration by parts shows
that

ev(w,u,v) = —c(w,v,u) + / w-n(u-v)ds,
onN
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3 The stationary Navier-Stokes equations

hence we then set

1 1
Cekw (W, U, V) 1= Q(cv(w,u,v) —cv(w,v,u)) + 3 /aQw -n(u-v)ds.

With respect to the discretization of the instationary Navier-Stokes equations we are
particularly interested in the uniqueness and stability of the solution. If this is not the case,
small fluctuations in the input data would produce very different solutions. In such a case
the instationary Navier-Stokes equations should be considered. In order to derive the
stability results we will first consider the linearized Oseen equation. To this end let b € V}
be a given fixed convection “wind”, then we study the problem:Find (u,p) € V x @ such
that

a(u,v) + ey (b, u,v) + (u,v) + b(v,p) = f(v) YveV, (3.3a)

b(u,q) = g(q) VYqeQ. (3.3b)

The additional reaction bilinear form ({u, v) is included in order to make the analysis more
general. Further, with respect to the instationary Navier-Stokes equations this term might
correspond to the time derivative. In the following we will assume that £ € L>(§2) with
&(x) > 0.

Lemma 19. There exists a unique solution (u,p) € V x Q of (3.3) such that
1
V|| Vullg + [v/Eull§ S “lf v and ipllo S [1flve + e (V[ Vullo + 1v/€ullo),

with constant c, = (/v + % NES)

Proof. We aim to apply Brezzi’s Theorem 10. First note, that lemma (18) and the Cauchy
Schwarz inequality shows that the bilinear form

a(u,v) = a(u,v) + ey (b, u,v) + (§u,v)

is continuous. For the proof it remains to show that a is coercive on the kernel 4. Here,
the crucial property is the skew symmetry of the convection bilinear form, i.e. we have
ev(b,u,u) = 0 for all uw € V. This immediately gives

a(u,u) = [ ve(u):e(v)de u-vdz 2 ||lu
() = [ vetu) seto)da+ [ u-vdo 2 ulh,

from which we conclude the existence. The stability results follow again by the Cauchy-
Schwarz inequality and the positivity of £. A detailed proof is given in [25]. O
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Using the results of the linearized equations we are now in the position of analyzing the
non linear problem. To this end we define the constant

CV(w7 u, U)

Ny := sup ,
wuwevo [wllvIullvvly

Theorem 21. Assume that there holds the estimate

Nl _

1
vicy, ’

(where ¢y, is the Korn inequality) then there exists a unique solution (u,p) € V x @ of
problem (3.1) with

2
V-

1
veand |lpllo S llfllv-+ 5]

1
Vaullo < —||f]
v

Proof. For the existence of at least one solution of (3.1) we refer to [25, 16] since the
proof is very technical and out of scope of this lecture. Nevertheless we prove uniqueness
since it includes above assumption which might will also be essential for the discretization.
To this end let S : Vi — V} be the solution operator that maps an arbitrary wind b € V}
to the solution of the Oseen problem (3.3) u,. In the following we will show that S is a
countinuous contradiction on V4. The boundedness follows by

1
vy = sup  [[SQ)lv=sup [uollv < —[[fllv~,
beVo,[|blly =1 beVD,[|bllv=1 v

151

where we used the stability estimate of Lemma 19. Now let 61,52 € V| be arbitrary and
let u,1 and u,o be the corresponding solutions of (3.3) with the wind b; and b, respec-
tively. Subtracting the equations (3.3) (with the same right hand side f) and testing with a
divergence free test function gives

0 = a(to1 — Uo2,v) + cv (b1 — b2, Uo1,v) + cv (b2, Uo1 — Us2,v) Vv € V).
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Now choose v = u, — ue2 10 get (using again skew symmetry of cy)

1

o1 — uoa||T < ——ev (b1 — b2, Uot, U1 — Uo2)
VCk
Mo
< 7Hb1 - bQHIHUOIHIHUol - uo2H1
VCE
N *
< 0TIV bt —

< b1 = ba[[1[|uo1 — uo2|lv-

Hence S is a contradiction and we conclude that there exists a unique solution of u € V4.
The uniqueness of the pressure is now a consequence of the fact that V' and @ satisfy the
LBB-condition. O

Before we introduce finite element methods for the approximation of (3.1), we first dis-
cuss the approximation of a simplified set of equations in the next section.

3.2 Approximation of scalar convection-diffusion equations

In the previous section we saw that the existence proof of the stationary Navier-Stokes
equations is based on the stability results of the linearized Oseen equations (3.3), which
also motivates to first study approximation schemes for the latter one. Nevertheless, since
these equations now include a transport term, we will first discuss the approximation of
the much simpler scalar convection-diffusion equation to analyze the occurring difficulties
resulting from the additional terms.

Let b € H(div, Q) N L>=(22, R?) be a divergence-free wind div(b) = 0, then we consider
the problem

—vAu+b-Vu=f onQ,
u=up onlp,

Vu-n=gy only,

with a positive diffusion parameter v > 0. For the ease we used the same symbols as for
the Navier-Stokes equations. The solution of the above equation will mainly be character-
ized by the wind b. According to the direction b we will now further split the boundary into
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the following three parts

Lin :={z€0Q:b-n<0},
Cout i={x€0Q:b-n> 0},
Fop:={zxe€d:b-n=0},

representing the inflow, outflow and the so called characteristic boundary part. The addi-
tional convection term drastically changes the behaviour of the solution compared to the
standard Poisson equation. Here, the crucial parameter will be the relation between the
diffusive and the convective terms v/|b| (considering a domain with diameter O(1)). In the
limiting case » — 0 (without changing the wind b) the second order differential operator
vanishes, hence we are not allowed to consider any boundary conditions anymore. The
arising problem can be seen by considering the one dimensional problem —vu” + v =1
on Q = (0, 1) with homogeneous Dirichlet boundary conditions on 92 = {0,1}. The exact
solution is given by

x—1

uz)=z(1—e v )

If the diffusive parameter vanishes the exact solution is given by « = x. However, consid-
ering a small value v < 1, the homogeneous Dirichlet boundary conditions (in particular
on the right side at the point 1) lead to a very thin boundary layer of size v. Similarly one
may also produce such sharp gradients inside of the domain if we consider for example
a discontinuous boundary condition on the inflow boundary T';,, which is transported by
the wind into the inside. Although the tools developed from the functional analysis will
prove solvability of the above problem in the continuous setting, these sharp gradients will
play a crucial role when we aim to introduce a finite element approximation. The tools
and techniques that we develop in this section can then also be applied the stationary and
the instationary Navier-Stokes equations and will be particularly essential if we consider
convection dominant flows, i.e. a high Reynolds number where turbulent flows will appear.

For the ease we only consider the case of homogeneous Dirichlet boundary conditions
in the following. The general case follows as usual with a homogenization technique.
Following the standard approach we can define the weak formulation: Find v € V :=
Hy (92, R)such that

a(u,v) + c(u,v) = f(v) YveV (3.4)
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with
a(u,v) I:/Z/V’LL-V’Ud.’E, c(u,v) ::/(b-Vu)vdx, f(v) ::/fvdx+/ guvds.
Q Q Q Ty

There holds the following stability result.

Theorem 22. Assume that |I'p| > 0 and thatb-n > 0 onI'y. There exists a unique
solution of (3.4) and there holds the coercivity and continuity estimate

a(u,v) + c(u,v) < a|[Vullo|[Vollo and  a(u,u) + c(u,v) > v|[Vaulj,

where o, = v + ||b||ocr and cr is the Friedrichs constant.

Proof. The continuity follows simply by using the Cauchy-Schwarz inequality and using
that b € L> and Friedrichs inequality Theorem to bound ||v|lo < ¢p||Vv|o. For the coer-
civity, integration by parts and div(b) = 0 shows

c(u,v) = /ﬂ(b -Vu)vde = /Q —(b-Vo)u — (vdiv(b))u dm—i—/FN uvb - nds

:—C(v,u)—l—/ uvb - nds,
'y

hence c is nearly skew symmetric. Using the assumption b-n > 0 on I'y we then have
1
a(u,u) + c(u,u) = a(u,u) + 2/ u?b-nds > v||Vul|3,
'y

We conclude with the application of the Lax-Milgram theorem. O

Remark 15. In the above prove of the coercivity the boundary term on I'y is quadratic
and has a positive sign which allows an estimate from below. A similar observation can be
made for the skew symmetric trilinear form as discussed in remark 14. This allows to de-
rive similar stability estimates for approximations of the Navier-Stokes or Oseen equations
if the velocity (or wind) points in the proper direction (u-n > 0 on I";y — outflow boundary).

Now let V;, € V be a standard conforming discrete finite element space, then we have
the problem: Find u;, € Vj,such that

a(un,vp) + c(up, vp) = f(vp) You € V. (3.5)

Since we consider a conforming discretization, existence and uniqueness is inherited from
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the continuous case. Applying Céa’s lemma then gives the best approximation result
[V (u—wun)llo < (1+P) inf [|[V(u—wvh)lo-
v EVR
where we used that the Friedrichs constant scales like the size of the domain L and we
defined the Péclet number by

bl| oo L
. Wl

v

This shows, that best approximation with respect to the H'-semi norm (or also the v-
weighted seminorm) might deteriorate when the Péclet number increases. Note, that we
can still directly bound the error (using Galerkin orthogonality) by

V||V (u—up)||3 < alu — up,u —up) + c(u — up,u — up)
= a(u — up,u — Ihu) + c(u — up, u — Iyu)

<V[[V(u = un) oIV (u = Inw)llo + [[blloo [V (w — un)lo]lw = Inullo,

where I}, is a standard conforming interpolation operator into V. Dividing by the v-scaled
error and using the approximation properties of I;, in the L? norm (assuming enough
regularity of the solution) we get

[1blloc

b
Wl 1y — ly < (14 BElooPy e

19 (=)o < [9(u = T} o + 7= >
Hence, we still get optimal convergence rates if the so called mesh-Péclet number P, :=
”b”T""h is smaller then 1. Considering the example from the beginning this shows that
the mesh size h has to be so small such that the boundary layer of size v is resolved
appropriately. Since a global refinement might result in a high number of unknowns a local
mesh refinement would be appreciable. Nevertheless, since in general one is not aware
of the location of sharp gradients this approach is not useful in practice. In the following
we aim to introduce stabilizing techniques that can be used for a more general approach

and is based on the introduction of some artificial diffusion.

3.2.1 A streamline upwind Petrov Galerkin (SUPG) formulation

Several different approaches can be found in the literature to motivate the SUPG or as it
is sometimes also called streamline diffusion method. As the latter name states, the main
idea here is to add some diffusion in the direction of the stream lines of corresponding to
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3 The stationary Navier-Stokes equations

the wind b.

The first idea was presented by Brezzi and follows the approach of augmenting the
lowest order linear finite element space such that the solution in the interior of elements is
resolved more accurately. The resulting finite element space equals the scalar version of
the velocity space of the MINI finite element method introduced for the approximation of
the Stokes equations. Following exactly the same ideas as discussed in section 2.5.4 one
can eliminate the local bubbles to define a stabilized method given by: Find u;, € V}, :=
PL(T,) NV such that

a(up,vp) + c(up,vp) + d(up, vp) = f(vg) + Z a/ f(b-Vou,) Yo, € Vy,
TeT, 7

where

d(up,vp) = Z a/T(b -Vup)(b- Vop,) dz,

TeT,

and « is a stabilization parameter that needs to be chosen appropriately. An extensive
study on this can be found in the literature and one may choose it on each element as

s Prnx1
(X’T = ’
0 else,

where ||b||,7 is the L>°-norm on T'. Above bilinear form d reads as a diffusion in the direc-
tion of b and hence motivates the name streamline diffusion. To generalize this method to
high order cases we discuss the more traditional derivation in terms of a Petrov-Galerkin
formulation. To this end consider a differential operator £ and the problem statement
Lu = f. We aim to find a solution in the trial space V' such that (with an appropriate inner
product) there holds

(Lu,v) = f(v) veV,

where V is some (different!) test space. For the SUPG method we now use V), as trial
space and set

Vi, = {vp, + ab- Vo 1 v, € Vi, }.
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3 The stationary Navier-Stokes equations

The final method then reads as: Find u;, € V}, such that

a(up,vp) + c(up,vp) — Z a/ rp(up)(b-Vop)de = f(un) Yop € Vi,
rer, ‘T

with the discrete residual defined on each element separately by
rp(up) == f + vAu, — bVuy,.

In the above derivation we replaced the integral on the domain 2 by the sum over all
integrals on the elements T' € T;, because L includes the second order differential operator
which is not well defined for functions in V},. In the case of a linear approximation the
second order operator vanishes resulting in above formulation. For the high order case
we need to include the diffusive part from the residual such that the resulting method is
still consistent.

For the analysis we now choose the norm

lunl§p = v Vunllg + labVunlf?,

which naturally includes a scaling with respect to the Péclet number such that dominant
diffusive or convective areas are measured appropriately. By defining the bilinear form

asp(up,vp) = a(up, vy) + c(up, vp) + Z a/ (—vAuyp, + bVuy)(b - Vup,) dx
e, 7T

we have the following stability result.

Lemma 20. The bilinear form asp is elliptic with constant csp = O(1), i.e. there holds

asp(un,u) > cspllunllép-

Proof. Follows with above definition of «, Young’s inequality, and a scaling argument and
the definition of the mesh Péclet number. O

The crucial point of this stability result is that the coercivity constant does not degrade in
the limiting case v — 0 and thus the method is also stable in the convection dominant case.
Note however, that for the high order case the resulting method is not symmetric. Further
note that in the instationary case the (local) residual also includes the time derivative
(which makes the method not as practicable).
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3.2.2 A Galerkin least-square stabilization

The least-square ansatz follows a very similar approach as the SUPG method, however in
contrast to a Petrov-Galerkin approach one aims to stabilize the (original) Galerkin method
my means of a local element by element weighted least squares approach. The resulting
method then is simply given by: Find w, € V}, such that

a(un, vn) + c(up, vp) + Y a/ Th(up)(VAvy —b- Vo) de = f(vy) Yoy € V.
Ter, T

From a practical point of view there is no big advantage of the least squares method com-
pared to the SUPG method. Note however, that the additional term v Avj, in the stabilizing
bilinear form results in a symmetric formulation. For the stability analysis we choose the
same norm as before to proof coercivity on the discrete level with a constant that is again
robust for high Péclet numbers.

3.2.3 A discontinuous Galerkin method with upwinding

Although the least squares and the SUPG method have found a lot of attention in the
literature (also due to the historical development) their main disadvantage is the rather
difficult choice of the stabilization parameter which gets in particular more tricky in the case
of the Navier-Stokes setting since then the wind equals the (maybe instationary) velocity.
Further, the continuous finite element setting only allows to consider a local element wise
stabilization neglecting any dominant transportation across interfaces.

A very elegant way of stabilization can be established if we consider a discontinuous
approach. Note that DG methods actually have their origin in the work [40] where the
authors considered a hyperbolic equation rather than an elliptic problem as discussed in
section 2.6. To understand the stabilization technique in detail we first only consider the
pure transport equation. To this end we assume that ', = I';,,, then we have the problem:
Find v € V such that

/boVuvda:: / fopdz Yo eV (3.6)
Q Q

For the derivation of the DG method let v € H'(T,,R) be an element-wise smooth function,
then we can apply locally integration by parts to get

Z —/ub'Vvdx—i—/ bnuvds:/fvds VUEHl(ﬁ%
T oT Q

TeTs
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where we used that div(b) = 0 and the abbreviation b,, := b - n. Since the exact solution
is continuous across element interfaces we can choose the trace of u on each facet F' as
the corresponding trace of one of the two adjacent elements. Whereas this choice equals
for the exact solution, it might be different if we consider a discontinuous trial space later
for the finite element method. We now aim to follow a similar approach as in the previous
sections, hence incorporate the direction of the wind into our method. For this we define
on each facet the so called upwind value by

u'P(z) ;== lim u(x —&b) Va € F.

=0t
Now let T € 7T, be arbitrary with the normal vector n = n; and denote by 7’ all the

neighbouring elements. The upwind value on 07 equals the choice

up u|p  forb, >0 outflow boundary
u = .

u|pr forb, <0 inflow boundary

The upwind value is defined such that the approximate (discontinuous!) solution on in-
terfaces is transport in the direction of b. In the case where F' C 9T lies on the inflow
boundary T';,, we use the same idea and replace the upwind value by the Dirichlet value
up. By this can rewrite above formulation as

Z —/ub-Vvdx—i—/ bnu“pvds:/fvds— Z /bnuDvds (3.7)
T 0 Q F

TeT, T\L'in FeFpMlin
Now let V}, := P*(Tx,R), then the DG method reads as: Find u;, € V}, such that

P (up, o) = FP%0n)  Vop, (3.8)

where we reformulated above equation to define the bilinear and linear form

cPC (up, vp) = Z —/ upb - Vup, da:—l—/ brup[vs]*ds (3.9)
T 0

Te'Th Tout

DG — _ '
7% (o) /vahd:r Z boupvy, ds

FeFpnlin F

In above definition we used the splitting

OT = 9Ty U 0Ty With T := {z € AT : by < 0V, Tout := T\ 0T},
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and that for z € 97,,; we have
by, vp |1 4 by opl = bpuy op|r — bpuy oplr = bpuy [un]* = bpup|r[vs]”,
h h h

where T’ with normal vector n’ is again a neighbouring element of an arbitrary 7' € 7},.
Note that we can reformulate above bilinear form in various way. For this we first use again
integration by parts for (3.7) to get

cDG(uh, vp) = Z / b- Vupvp dx —/ brouv ds —|—/ bnuy, vpds
T oT OT\T'in,

TeTh
=> /b-Vuhvhdx—/ by [un]*vnds (3.10)
Te7’h T 81—‘1’,77,

Lemma 21. The upwind formulation (3.8) is consistent. Thus, letu € H'(Q2) be the exact
solution of (3.6), then

PG (u,vp) = (fyvn) VYo € V.

Proof. Follows by integration by parts and that «*? = u for the exact (continuous) solution.
O

Lemma 22. There holds

1 1
PG (up, un) = Slunlbgz =5 Y / [l ([un]™)? ds
2 279 .
FeF,

Proof. We aim to combine formulations (3.9) and (3.10) similarly as in the definition of
the skew symmetric convection bilinear form for the Navier-Stokes equations. For this let
F =TyNT; be an arbitrary internal facet and assume that b-n; > 0thus F' € (011)u- With
the notation uy; = (up)|7, and vy, = (vp)|7, for ¢ € 1,2 we get from (3.9) the contribution
b, up1(vp1 — vpe). Similarly we have from (3.10) the contribution b,,, (up1 — up2)vpe. Since
0 < b-ny = —b-no we get for the average and uy, = vy,

1

1 * *
ibnl (un1(vp1 — vp2) — (upt — up2)vp2) = ifbm![[uhﬂ [un]”™
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Using this relation on each internal facet, the average of (3.9) and (3.10) gives

P (up, up) Z / (b- Vupup — upb - Vuy,) de (3.11)
Ten
-|-* Z /\b[ up]*)* ds 4= / |bp|uz ds .
Fe}"”‘ o8

For the last integral we used that ob I';,, we have b-n < 0 and on T',,; we have b-n > 0
and thus

- Z (/ nuh[[uh]]*ds—/ bn[[uh]]*uhds>
dTouthout 8Tinmrin

TGT

1 1
== (/ bpupupds —/ bnuhuhds> = / |bp |upup ds .
2 Fout Fin 2 o002

O]

Above lemma shows, that in contrast to the SUPG stabilization, the upwinding does not
lead to a coercive bilinear form because the |up|pg.1 is only a semi norm on V;,. To this
end we define the following norm

lunllba = lunlbe + lunlbe 2,
with

b+ V|7

’uh|2DG,1 = Z

TET, | |°°
Theorem 23. The bilinear form ¢”¢ is continuous with respect to ||uy, || pa, and there holds
the discrete inf-sup stability

CDG(

Up, Up
inf sup +n)

Z ﬂDG;
un€Vi v,evi, [|UnllDGllvnl DG

with a constant Bpa > 0 that only depends on the shape of the elements and the polyno-
mial order k.

Proof. For simplicity we assume that b is piece-wise constant. A more general case can
be found in the literature. Now let u;, € Vj, be fixed. We aim to find a v, such that
lvnllpe S llunllpe and epa(un, vi) 2 ||unll3e- The main idea follows similar ideas as in
the proof of stabilized methods for the Stokes problem, i.e. we split the test function into
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to parts vy, = aup + v,zl, where vh = |b| b Vuy. Here it is crucial that b is piece wise
constant such that v? is still an element of Vh. This gives

DG( 2

1
7 (un,vn) = 0451%%6‘,2 + CDG(uhvvh)'

We continue to estimate the second term. Using representation (3.10) we get by the
Cauchy-Schwarz, the Young inequality (Theorem 3)

h *
PG (up,v?) = Z |booT’b'VUh”%_/aTv by [un] |b|OOTb-Vuhds
TGT ’ wmn I
€ * h2’bn|
Z Z ’ | 1 vUh”T |b IQH[[Uh]] ”%TM—WW?'V%H%TM
TeT, 10T 00, T
€ w12 h
> Z I Vunll7 = bl 5 1 [wnl"ll5r,, — LA V|7
A Tl |oo 2fblocr

where in the last step we used the inverse inequality for polynomials (b-Vu € V) (Theorem
1) with constant ¢;,,, and set € = ¢;,,,, and that |b,,| < |b|,7. Now since

= 3 Bl B 3, 2 ey / b ([l )2

TET,
we have in total

DG
c (uhvvh) |Uh|Dcl —Cl|uh\DG2

Now let o = (2¢; + 1) then we have

1
DE (up,vp) = 045’“’1%(},2 + P (up, vi)

C
< Cen ) ot + Lol - e
> (2¢c1 + )2|Uh|DG,2+2|Uh|DG,1 c1lun|pe o

1 1
> (21 + 1)5\%\213@,2 + §|Uh|%0,1 ciluphap > HuhHDG 2
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Again by the inverse inequality for polynomials and scaling arguments we further have

lilbe = D pr—Ib-Veild + > ballloR] I

TET, | |°° FeF,

h h
=D il Vgt Vel + > r||[[,b| b Vur]*|[&
TeT, 10T oo, T FeF, oo,
ho s h h?
TeT;, 10T oo, T TET,

In order to prove that the bilinear form ¢”¢ is continuous we introduce a second (stronger)
norm by

T
b = lunlfho + Y- [ Bleci? 2 g / bl ds.
TET

Similarly as in the previous section we then have the continuity result not only on the
discrete level but also in the continuous setting.

Lemma 23. There holds
bG < v Vi + HY(Q) N HY(T,
¢ (u,0) S llullpasllvllipes  Vu,v e Vi + H(Q) (Th)-

Proof. Follows with several applications of the Cuachy-Schwarz inequality. O

A very important feature of the DG method is that there holds a local discrete conserva-
tion property. To this end let T’ € T, be such that 97T’ NT = (), and choose the characteristic
test function v, = 1 onT"and 0 on Q \ 7. Then (3.8) reads as

/ bnu“pds:/fda:.
or T

Hence, quantities that “enter” and “leave” the element T through the boundary 0T are
solely balanced by the local source f|r.

3.2.4 A hybrid discontinuous Galerkin method for convection-diffusion
problems

In the previous section we focused on the introduction of the upwinding technique for a
pure hyperbolic convection problem. In the case of a discontinuous approximation of the
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convection diffusion problem (3.4) we want to utilize the advantages of the hybrid approach
introduced in section 2.6. To this end let V}, := P*(7;,,R) and V}, := {0, € P*(F),,R) : 0y =
0 on 0Q} as in section 2.6.1. Further let P be the bilinear form as in (2.34), hence the
weak formulation of the Laplacian in the HDG setting. Before we can combine the diffusive
and the convective bilinear formulation from the previous section we have to reformulate
in the setting of an HDG discretization. To this end we will first redefine the upwind value.
Let T € T, be arbitrary with the normal vector n = n; and denote by 7" a neighboring
element and ' = T'NT". Consider a given element wise (discontinuous) function u, € V},
and a facet wise function 4y, € V. For a given wind b the upwind value on F' C 9T, hence
seen from the direction of 7, is then given by

wp up|r  for b, >0 outflow boundary
u .
ap|p  forb, <0 inflow boundary

Following the same steps as before we then have (for the pure convection problem)

Z —/uhb-Vvhd:c-i—/ bnu“pvhds:/fvds.
T oT Q

TeT

Considering and edge F = T' N T’, we see that either the unknowns of u; on T or on
T’ couple with the unknowns of 4, on F. However, in contrast to before, the volume
unknowns do not couple at all. To fix this we add another stabilizing term on the outflow
boundaries given by

Z/a by (i, — up)op ds . (3.12)

T€7‘h Tout

Hence, in the case of an outflow boundary the values of 4;, equal the values of u;. This
results in an “indirect” coupling of element unknowns via the facet variables. Next we
define the bilinear form

cHDG((uh,ﬁh),(vh,@h))

= Z —/ uhb'Vvhdx+/ bnu“pvhds—i—/ by (i, — up )0 ds .
T or

TE’/},, 6Tout

97



3 The stationary Navier-Stokes equations

Similarly as before, we can reformulate ¢/P¢ as

PG ((up, ap),(vh, o))

= Z / vpb - Vuy, dx +/ |bn | (w — @) vpds + / |bn| (i, — up,) 0, ds,

T€7-h out
= Z - / upb - Vo, dz +/ bpu"? (v, — ) ds +/ bty ds .
reT, T OTin, OTp

Algebraically, the HDG bilinear form ¢P¢ results in the same solution as with the DG
formulation. However we get the same nice advantages discussed in section 2.6.1 as
element-wise assembly due to a decoupling of the element unknowns and that inner de-
grees of freedoms can be eliminated (static condensation). The new formulation now fur-
ther lets us define a discrete method for the approximation of (3.4): Find (uy,, @is) € Vi, x Vj,
such that

CLHDG(( HDG((

v up, in)s (v, 01)) = (fyon)  V(vn, 0n) € Vi X Vi

up, n), (U, 0p)) + ¢

The stability analysis follows similar techniques as introduced in this section and in section
2.6.1.

3.3 Finite element methods for the stationary Navier-Stokes
equations

In this section we briefly discuss the solving algorithms of finite element methods of prob-
lem (3.1). We define the corresponding discrete problem: Find (un,pn) € Vi x @, such
that

a‘(ufh Uh) + C(Uh, Up, Uh) + b(Uh,ph) = (fa Uh) Vop, € Vp, (3133.)
b(un,qn) =0 Yan € Qn, (3.13b)

Note that a crucial property in the proof of the uniqueness of the continuous stationary
Navier Stokes equation is the skew symmetry of the convective bilinear form. For the
gradient form ¢ = cy this is the case if the wind is exactly divergence, see Lemma 18.
Particularly this holds true for the exact solution. However, since in general the solution of
a finite element method is only weakly divergence free the bilinear form ¢(uy, -, -) might not
be skew symmetric on the discrete level. To this end one often solves (3.13) by means of
Cskw , Cdiv OF ceurl. FOr simplicity we fix now ¢ = ¢4, consider a conforming approximation
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and that V}, and @, fulfills the Stokes inf-sup condition. We define

C wp, U,V
Nop =  sup skew (Why Uk, V)

waweVon 1WRlVIunllviivnllv’

)

Theorem 24. Assume that there holds the estimate

N *
o.rll fllv <1

Z/QCk ’

(where ¢y, is the Korn inequality) then there exists a unique solution (un,pr) € Vi, x Qp, Of
problem (3.13) with

1 1
IVurllo < NI fllv+ and lpallo S [I£[[v- + ﬁ”f“%/*'

Proof. Follows with similar steps as in the continuous setting. A detailed proof is given in
[25]. O

Note that similar results hold if problem (3.13) is enriched by certain stabilization bilinear
forms in order to guarantee inf-sup solvability or sharp gradient for convection dominant
flows. Further one can also consider a discontinuous approximation by exchanging the
continuous bilinear forms with the corresponding forms defined in the previous sections.

3.3.1 lterative schemes

We finish this chapter with the introduction of iteration schemes for solving the nonlinear
problem (3.13). The most simple approach is given by a fixed point iteration that includes
the solution of several Stokes problems. To thisendletS : V/ x 0 — V,, x Q, be the
discrete Stokes operator that solves the discrete Stokes equation (2.13) with a given right
hand side. Then the fixed point iteration is given by

uz-H = S(f() - C(UE, ufw ))

Although this approach only requires to solve a Stokes problem in each iteration step, the
convergence speed is very small if the viscosity is not sufficiently large. An alternative is
given by the Newton method. To this end we write u; ™! = uf + suj, and pi*! = pf + opp.

We aim to find a linearized equation for the difference du; and dp,,. For this we first define
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the nonlinear residual given by

Tﬁ,h(vh) = (fv vh) - C(ufw ufv Uh) - a(“fv Uh) - b(vhva)v

rpn(an) = —b(uj, an).

Assuming that (uf ™, p*™) is the solution of (3.13), it is easy to see, that the corrections

are fulfilling the equation

d(uf, Sup, vp) + a(Sup, vy) + b(vw, 6pp) = Tﬁ,h(vh) Yoy, € W,
b(Sun, qn) = Ty u(an)  Van € Qn,

with the non linear difference
d(u£7 (Suhv Uh) = C(Uz, 5Uh, Uh) + C((SU}“ ufw Uh) + C(5Uh> 5uha Uh)‘

If the corrections are small (i.e. we are “close” to the solution), we can linearize above
equation by dropping the last term to get the symmetric linear problem: Find duy, op, €
Vi, x @y, such that

c(uf, dup, vp) + c(Sup, uf, vp) + a(dup, vy) + b(vy, opy) = Tﬁ,h(vh) Yo, € Vp,

b(Sun, qn) = Ty u(an)  Yan € Q-

The Newton iteration calculates in each step the solution of the above problem and per-
forms the corresponding update.

It is well known that the Newton method converges quadratically in the case where the
current iterate is close to the fixed point. Although this seems to be very desirable, the
convergence radius scales with the viscosity v, hence convergence might not be guar-
anteed if the initial guess is not close enough. An alternative to the Newtons method is
given by the so called Picard iteration. Beside dropping the quadratic term we also drop
c(dup, up, vy,) Which results in the problem: Find duy, dpy, € Vi, x Qp such that

c(uf, dup,, vp) + a(dup, vp) + b(vp, opp) = rﬁyh(vh) Yoy, € V,
b(Sun, qn) =1k (an)  Van € Qn.

In the case of ¢ = ¢y we see that the solution (u’g“,pﬁ“) of each step now solves the
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problem

a(uf™, vy) + c(uf, ub ™ vp) + b(v, i) = (foon) Vo, € Vi,

b(ub ™ gn) =0 Yan € Qn,

which reads as an Oseen problem with the fixed convective wind w}. We will use a similar
approach in splitting methods when we consider the instationary Navier Stokes equations
in the next section. The advantage of the Picard iteration is that, compared to the Newton
method, it has a relatively large ball of convergence but has a smaller order of conver-
gence.
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This chapter is dedicated to analyze and approximate the incompressible instationary
Navier-Stokes equations (1.11). Including inflow Dirichlet boundary conditions u;, on T';,
homogeneous Dirichlet boundary conditions on the walls I';, we might also consider ho-
mogeneous Neumann boundary conditions on the outflow boundary I',,,;:. Let T be a fixed
time, then we aim to find a solution «, p such that

?)1‘ ~vdivie(w) +divlu®u) + Vp=f  inQx (0,7, (

div(u) =0, in§x (0,77, (

U= Ujp, ON L x (0,7 (

u=0, onIy x(0,T] (

(—ve(u) + pld)n =0,  on Ty x (0,7] (
(

U = U on Q x 0.

4.1 Existence and uniqueness

4.2 Method of lines and /-schemes

A very traditional approach of solving the time-dependent Navier Stokes equations is the
method of lines. Let T; be a fixed triangulation of the spatial domain 2. For the ease
we consider an inf-sup stable finite element pair V}, x Q) but we emphasize that stabi-
lized methods can be used in a similar manner. The discrete spaces are chosen to fit
the boundary conditions as in (4.1) where we assume that I';, = (. In the case of an
inflow boundary condition (i.e. non-homogeneous Dirichlet boundary conditions) we use
a standard homogenization process. In contrast to the stationary case we now assume
that the coefficients of the finite element solutions are time dependent, i.e. we have the
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semi-discrete approach

up(t,x) = Y ui(t)o}(x) and pu(t,z) = > pi(t)gl(x),

€N, €N,

where ¢! and ¢! are the basis functions of the finite element spaces V}, and @, respec-
tively, with dimensions N,,, N,. We derive a semi-discrete weak formulation of (4.1) as
usual by multiplying with (time independent!) test functions and integrating by parts. The
solution (up,pr) € Vi, x @, must then satisfy for all ¢ € (0,7

(guh(t%%) + a(un(t), vn) + c(un(t), un(t), vr) + b(vn, pr(t)) = (f,vn)  Vup € Vi,

ot
b(up(t),qn) =0 Yan, € Qn,

and further u;, (0) = ug. Next we introduce the matrices M, A € RN«*Nu gand B € RN»*Nu
by Mij = (¢}, %), Aij := a(¢}, ¢¥) and Bj; = b(¢Y, ¢). Further we define F € RN by
F; == (f,¢%). Denoting by u(t) € R™ and p(t) € R with u(t); = u;(t) and p(t); = p;(t)
the coefficient vectors of the finite element solutions we can reformulate equation (4.7) as
d
M Zu(t) + Au(t) + Clu(t)u(t) + B'p(t) = F.
Bu(t) =0,

where

C:RNe o RN Nu - O() = c(wp, &7, ¢5)  with  wy, = Z w;pi(x).
iEN,

Above equation is a system of ordinary differential equations and can be solved by many
different approaches.

Very frequently used schemes are so called one-step #-schemes. To this end let 7 be
a fixed time step used for an equidistant mesh of the interval [0, 7] with N intervals. Let
t" := tn with 0 < n < N and introduce the symbols u" = u(t") and p™ = p(t"). Further let
6 € [0, 1] be fixed. We solve for each time step ¢" the system

[M +07[A+ C(u" )" + 7BTp" ™ = [M — (1 - 0)7[A + C(u")]Ju" + TF

Byt = 0.

Here 6 = 0 gives the first order explicit Euler and 6 = 1 gives the first order A-stable implicit
Euler method. The choice 6 = 1/2 results in the well known Crank-Nicolson method which
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is of higher order but is not A-stable. A very popular method, which is no #-scheme, is the
backward difference formula of order two, called BDF2 scheme. Here, one solve for n > 2
the system
1
[gM + 7[A + C(u" ™" + 7'BT]73’”rl =[2M — 7[A+ C(u")]Ju" — ngnfl +7F
Byt =0,

which is a high order scheme in time and A-stable but one needs to store the additional
vector "~ !. Another set of very popular methods are the so called fractional #-schemes

where additional intermediate steps at ¢,, + 07 and ¢,1 — 67 are introduced. The three
steps are given by

1. Step from ¢t — ¢"+9:

[M + af7[A+ C(u"™))|Ju" ™ + 07 BTp" ™ = [M — BOT[A+ C(u™)|Ju" + OTF

97 Bu"? = 0.

2. Step from ¢"+¢ — ¢n+1-9:

[M+B9/T[A+ C(yn—&—l—e)ﬂgn—i—l—e + QITBTQn—H_Q

=[M — o' 7[A+ C(W" ) u" + 07 F
GITBH’nA’l*o — 0

3. Step from ¢ 10 — ¢+l

[M + af7[A + C(u™ )] + 67 BTp"*
= [M — BOr[A+ Cuw" )" + orF
O Bu"! = 0.

To retrieve a second order and A-stable method one chooses 6 = 1 — /2/2, ' =1 — 24,
a € (1/2,1) and f = 1 — a. Note that the choice o« = 0'/(1 — 6) then further results in
af = 36" which helps in building the system matrices.

4.2.1 Splitting and projection schemes

Although above methods have very nice smoothing and convergence properties, the main
two main difficulties given by the incompressibility constraint (resulting in a saddle point
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problem) and the non-linearity due to the convection (demanding for an iterative method
if treated implicitly) are still included in all intermediate steps. To solve this issue we
introduce the splitting fractional #-schemes by

1. Step from t* — " +0:

[M + a7 AlJu™? + GTBTQ"+9 =[M — BoTAJu" — 67C(u")u" + O7F

OrBu"t? = 0.

2. Step from ¢"+0 — ¢nt1-0:

[M + /BH/T[A_’_C(ynJrIf@)HQnJrlfG
=[M — af'T[A + C(g”+9)]]g"+9 — G’TBTQM'Q +07F

3. Step from ¢ 10 — ¢+l

[M + Oz@TA}gn—H + HTBTBTL'H
— [M _ ﬁeTA]MnJrlfG o TC(Qn+179)Qn+179 +OrF

7Byt = 0.

Note, that the first and the third step include solving a linear Stokes problem with an
explicit convection in the right hand side, and the second step includes solving a non-
linear convection diffusion equation without any incompressibility constraint. A simplified
first order operator splitting scheme is given by the so called IMEX (implicit explicit Euler)
where we solve

[M + TA]Q"+1 + TBTBTH_l = Mu" —7C(u")u" + 07F (4.8)
0rBu"t! =0,

hence we treat the incompressibility implicitly and the convection explicitly. This method
can also be extended to high-order schemes resulting in so called diagonally implicit
Runge-Kutta methods.

Remark 16. In section 3.2.4 we introduced how the upwind stabilization can be extended
to the HDG setting. If one considers to use a splitting method for an HDG approximation
one has to be careful if the convection is treated explicitly. After the implicit solve of
(for example) (4.8) the trace variable "™ on outflow boundaries 97,,; does not equal
the value of the corresponding element trace as it would be forced by the gluing term
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introduced in equation (3.12), hence an application of the convection formulated in the
HDG setting would not result in an upwind stabilization. Instead one simply considers a
DG version of the convection and uses it as a driving force only seen by element variables.

Although the explicit treatment of the convection simplifies the solving routine tremen-
dously one still has to solve a saddle point problem with the structure

0

with some right hand side G including volume forces and the explicit convection terms.
Since a direct solver is limited by the size of the problem, several different approaches
using for example an iterative scheme with (for example) block-diagonal preconditioner.
The main idea of this approach is to decouple the incompressibility constraint from the mo-
mentum equation and can be found in the literature under the terms “quasi-compressibility
method”, “projection method”, “SIMPLE method” and more. We only discuss the very sim-
ple projection scheme proposed by Chorin. For simplicity we only consider the case of

homogeneoues Dirichlet boundary conditions I',, = 9€2. The projection then reads as

1. Perform an explicit (or implicit) nonlinear step for the pure convection diffusion step
(also called a Burger’s step) to get an intermediate velocity " *!

[M + 7A@ = Mu" — 7C(u™)u" + TF.

2.) Perform a L2-projection of 2" into the manifold of divergence free velocities.

The projection scheme can be interpreted in various different ways. The most common is
to perform the projection by solving a pressure Poisson problem, i.e. we solve the problem

Aﬁn+1 — div(an-‘rl)

with homogeneous Neumann boundary conditions 9,p"*! = 0. Then the projection is
given by v+ = 4"+ — v+, This immediately shows that div(u"*!) = 0. The unnatural
boundary condition in above Poisson problem have caused a lot of discussion in the litera-
ture since it might result in oscillations in the pressure field close to the boundary. Further
note that the finite element spaces have to be chosen appropriately. A very good overview
of projection schemes can be found in [39].
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Projection for the H(div)-conforming HDG method

In the following we show how the projection scheme can be applied to the H (div)-conforming
HDG method introduced in section 2.6.2. To this end let

Vi, :=BDM* (T}, Q) N Hy(div, Q)

={vp, € P*(T,,RY) : [up, -n] =0onall F € Fp,v, -n=00ndQ },
Vi, :={0p, € PE(Fu,RY) : Oy|p - n = 0 VF € Fp,, 0, = 0 on 90},
Qn =P" 1 (Th,R) N Q.

Assume that (i, @y) is the solution of the pure convection step and that diviy, # 0.
Instead of solving a Poisson problem on the pressure space we reformulate it in a mixed
setting, i.e. we have the problem: Find (duy,pr) € Vi, x @, such that

/ duy, - v, +/ divoppp =0 Yop € Vi
Q Q

/divéuhqh—/gdiv(ﬂh)qh V(jhEQh.
Q

Note that we use the same spaces for the projection as used in the HDG method of the
Navier-Stokes discretization. Further note that since div(V},) = @ the solution of the
above projection gives div ju, = div ay in an exact manner, and hence u;, = @, — duy, is
exactly divergence-free.

Remark 17. If one considers to solve a big problem then the projection needs to be solved
with an iterative method. In contrast to a Poisson problem the mixed formulation results in
a saddle point problem which would demand to use a GMRES or MINRES solver including
an H(div) precondtioner. To this end one uses a hybridization of the normal-continuity of
duy. After a static condensation the resulting system (for the facet Lagrange multiplier) is
SPD and elliptic with respect to an H'-like HDG norm, hence (more) standard precondi-
tioners can be used.

4.2.2 Error analysis
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